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NOMENCLATURE

A Area
c I Specific heat of liquid

d Diameter
Fo Fourier number
Fr Froude number
g Acceleration due to gravity
h Heat transfer coefficient
Ja Jakob number
k Thermal conductivity
1 Plate thickness

I =�lIMass flow rate

me Liquid expulsion rate
N = Number of active nucleation sites per unit area
n Droplet impingement frequency
P Pressure
q Heat flux
Q Volumetric flow rate

Qd = Heat input to evaporating droplet
r Radius or radial space coordinate
rc Capillary radius

R = Radius of unit cell
Rh Resistance to heat transfer in droplet

R + Dimensionless vapor bubble radius
t Time

t + = Dimensionless vapor bubble growth time
T' = Temperature
u Vapor escape velocity
v Velocity
V Volume
We Weber number
x Axial space coordinate, distance
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a Thermal diffusivity
# w Spreading ratio
6 = Liquid film thickness, dimensionless droplet diameter
f Percent of wet surface area
A Latent heat of vaporization, dimensionless axial coordinate
A = Dimensionless radial coordinate
p Density
a = Surface tension
A = Dynamic viscosity
W U;ncertainty
0 Dimensionless temperature
0 = Dimensionless heat flux
T Dimensionless time
V Dimensionless droplet volume

Subscripts

1 Pertaining to liquid
s Pertaining to the surface
v Pertaining to vapor
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CHAPTER 1: INTRODUCTI UN

This report addresses the topic of spray cooling. For this

research, the region of interest is confined to surfatces above the

saturation temperature of the fluid, but below the Leidenfrost point.
In this region, heat is removed predominantly due to liquid/vapor phase

change where the liquid is supplied to the heated surface via a liquid

droplet spray. The goal of the research is to obtain a fundamental

understanding of the complex phenomena associated with this type of heat

transfer.

In the region defined above, spray cooling can be divided into two

separate categories, which are characterized by the coolant flow rate.

In the very low flow rate range, the coolant supply is matched to the

heat removal, and no excess fluid is present. In this case, heat is

removed by dropwise evaporation from isolated wet patches on the

surface. As the flow rate is increased, the droplets begin to

conglomerate causing the surface to become flooded. twhen the surface is
flooded, excess fluid must be supplied. In this case, heat is removed

by nucleation within the liquid film, and evaporation from the upper

liquid/vapor inmtcface. The main body of the report deals with

high-heat-flux spray cooling, in which, the surface is floodcd with

water. However, a chapter is also devoted to the situation in which no

excess water is present.

Experiments were conducted which help to identify the relationships

between the spray and surface conditions and the heat transfer.

Variation in spray characteristics, such as flow rate, dropl'et size and

velocity, is investigated to determine how the heat transfer is

affected. Factors such as liquid subcooling, noncondensable gases, and

surface roughness are also investigated. Phenomenological modeling is

conducted to aid in understanding the complex heat transfer and flid
flow associated with spray cooling. The modeling is useful for

explaining the trends observed in the experimental data.

I



1.1: MU HIVATI(UN

Many applicatiijas are arising which require the developmetit of new,

efficient cm) Iiig techniques. High efficiency and high heat flux arv

especially inportant ot"r future high-power spacecraft and aircraft

thermal management. systems. Also, many electronic chips are being

developed for the next gentreration of supercomputers which require heat

removal rates huyaind the capability of current cooling techniques.

There are also many existing technologies which may benefit greatly i1

spray coolig technology is advanced sufficiently. These include areas

such as cooling of X-ray tube targets and high power lasers.

The high heat flux capability of spray cooling will allow the

design of compact heat exchangers necessary to meet the stringent size

and weight requirements of advanced aircraft and spacecraft systems.

The higi i :ffi~c-iency is important because sensitive electronic components
must be maintained at low temperature to operate reliably. At the same

time, the waste heat must be rejected to the ambient. In the case of

spacecraft systems, the waste heat must be rejected by radiation. For a

given heat load, the radiator area is inversely proportional to the

fmlirth power of the heat rejection temperature. Therefore, since high

efficiency a llows bih heat rejection temperature, considerable savings

in radiator zi;2 and w•iglt can be achieved using spray cooling.

Similarly, in alvanced aircraft systems, the ambient temperature is
fixed necessitating efficient heat transfer to minimize the size and

weight of the required condenser hardware. These factors are extremely

important in advanced aircraft and spacecraft since size and weight

savings tranlat into performance improvements and cost reductions.

Another reas,,n spray cooling may be ideal for aircraft and

spacecraft is the lack of dependence on buoyancy forces for vapor

removal and I i niud supply. Many possible candidates for high flux

removal are not suitable for aircraft or spacecraft systems becaune of

the uncertainty conceiining the effects of microgravity, or transient

body forces. (ther techniques are ruled out by the necessity to use
highily subhcowd(d flluid.
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1.2: BACKGROUND

Current heat transfer enha ncement research11 has been (d iIcted

towards phase change processes. T'his is because the reIativcly larIge
latent heat can be extracted with only a few degrees supe-rheat. Many

investigations have been conducted to take advantage of thin film heat

transfer, including jet impingement cooling, falling filni cooling, and
plane wall jet cooling. Improvements over pool boiling are possible

because vapor escape is not not limited by interaction with the bulk

fluid. Of the various types of phase change heat transfer, spray
cooling holds the greatest t-omise for large increases in heat transfer
coefficient and critical heat flux (ClIF).

Analysis of previously published data for spray cooling with water

indicates that the heat transfer is highly dependent on the spray
characteristics. Toda performed experiments which showed that maximum

heat flux values of 200 to 250 W/cm2 consistently occurred at a surface

superheat between 30 and 60 CC [1]. In this research, the coolant flow
rates were relatively low, and droplet velocity was very high in

comparison with the present research. Eastman and Ernst demonstrated
c2

that heat fluxes of up to 2000 W/cm can be removed from a surface
maintained at 300 t;C [2F. This research does not provide sufficient

detail in the analysis to explain the heat transfer mechanisms. There

is also some question as to the accuracy of the measurement techniques.
Bon&-cina et al. investigated dr,)pwise evaporation in the lo'; heat flux

range using low percentages of surface saturation [3]. Heat transfer
coefficients for this research ranged from 1.5 to 15 W/cm2 K depending on

the droplet diameter and percentage of surface saturation. Very
detailed measurements and analysis are provided. It is significantly

easier to define the heat transfer situation in this range of flow rate

than when the surface is overflowed. Pais et al. have investigated

spray cooling with air atomizing spray nozzles {4] . This research has

demonstrated heat fluxes up to 1000 W/cm with a superheat of only 5 IC.
The extremely efficient heat transfer is a result of the very thin films

and effective vapor removal created by the air stagnation flow field.
The air flow also has the effect of reducing the partial pressure of the

vapor at the liquid/vapor interface. This reduces the temperature at

3I



which evaporation occurs, Pais et al. also conducted later studies

investigating the effects of surface roughness [5]. This work showed

that for very smooth surfaces, the heat transfer was greatly improved.

This was due to the suppression of nucleation heat transfer and even

thinner liquid films. As a result, heat fluxes comparable to the rough

surface case were removed at temperatures below 100 OC. Monde has also

investigated spray cooling with air atomizing nozzles. He also

demonstrated heat fluxes up to 1000 W/cm2 but with higher superheats (50
OC) '6]. This is thought to be due to lower air flow rates and larger

diameter droplets. This creates thicker liquid films forcing more of

the heat to be transferred by nucleation rather than evaporation at the

upper liquid/vapor interface.

The previous experimental results show a wide variation with spray

characteristics. This indicates that extensive testing is necessary to

quantify the effects of the spray characteristics and develop a

fundamental understanding of evaporative spray cooling. The mechanisms

causing CIIF must be identified and understood if spray cooling is to be
successfully utilized. After presentation of the present experiments

and analysis, these previous results will again be considered in Chapter

7 with the purpose of explaining the wide variation in results.
Spray cooling depends on the inter-relationship of several factors.

Many of Wyese ire s.il'ar in nature to those encountered in pool

boiling. For exampi, thO critical heat flux (CUF) in pool boiling,

which is the highest heat flux at which the surface remains wet, occurs

when hydrodynamic instabilities cause the vapor columns to collapse.

This prevents liquidlsolid contact, resulting in reduced heat transfer

efficiency. A similar effect resulting from the liquid/vapor

interaction can W anticipated in spray cooling. If droplets are small

and their v',ritis are i , lo, they may become entrained in the escaping

vapor and rnor rNt the surface. They must have high enough momentum

to destroy r i• ht rubbles and prevent the formation of a permanent
vapor harrivi. Vmer. if the droplets are too large and fast, their

kinetic enrp. cii,. K abisorbed by deformation upon impact with the

surface,, ca•sirv iri ,,ratium, rebound, and splashing. Also,

nucleal in i a thin film causes liquid to be ejected from the

surface vie 1r 0 hbu rIhsts. All of these effects will result in

4



insufficient liquid supply to the surface which causes a transition to a

nonwetting surface condition. In fact, it is postulated that the CIIF

occurs in lower flow rate cases when a liquid deficiency results due to

droplet expulsion, splashing and entrainment. When the flow rate is

increased to overcome these effects, the CHF occurs due to a different

mechanism. Wlhen the vapor generation rate at the surface is too high, a

vapor barrier forms on the surface in a given region in the time

interval between impinging droplets. The surface temperature then

exceeds the Leidenfrost point resulting in a nonwetting condition.

This research effort is directed towards developing an

understanding of the basic phenomena associated with the spray cooling

heat transfer process. If the mechanisms causing critical heat flux are

well understood, steps can be taking to minimize the effects of these

mechanisms so that the CLIF can be increased. Similarly, if the

important factors governing efficiency are well understood, improvements

can be made in this area as well.

To accomplish the above goal, a wide range of experiments and

analysis was conducted. Preliminary experiments conducted to identify

the important factors are presented in Chapter 2. Based on these

findings, an improved apparatus was designed and constructed. The new

design is presented in Chapter 3. Experimental results obtained with

the new apparatus are then presented in Chapter 4. This is followed by

phenomenological modeling and analysis to explain the new results in

Chapter 5. In Chapter 6, work is presented to further understanding of

the low surface saturation dropwise evaporation regime of spray cooling.

In Chapter 7, the discussion relating the current work to that of other

researchers is given. Chapter 8 presents the conclusions and the

recommendations for future work. A complete uncertainty analysis for

all of the work presented is given in Appendix A. A description of a

new temperature measurement technique is given in Appendix B. Appendix

C contains experimental and analytical data referenced throughout the

report.

5



CHAPTER 2: PRELIMINARY EXPERIMENTS

To begin the investigation into spray cooling, preliminary

experimentation to understand the spray cooling process and identify the

important governing factors was performed. This section describes the

experimental setup, the results obtained, and their analysis.

2.1: EXPERIMENTAL DESCRIPTION

The preliminary high power density evaporative cooling test

apparatus is shown in Figure 2.1.I. The heater block is a solid copper

cylinder 10 cm in diameter. Six 1,000-watt cartridge heaters are

inserted into the heater block. These heaters are controlled with a

rheosiat so that a variable power input may be obtained. The test

surface is clamped to the heater block which is supported in a plexiglas

box and surrounded with ceramic fiber insulation. A machinable ceramic

seal and stainless steel cover are used to protect the insulation from

the spray and ensure that heat removal occurs only by evaporation from

the exposed test surface. This apparatus is capable of supplying up to

1,200 W/cm2 to a 2.0 cm-diameter smooth copper surface.

During testing, the tuperature gradient just below the sprayed

surface is measured by six thermocouples. Three thermocouples measure

the temperature gradient at the centerline. The other three

thermocouples measure the temperature gradient at a radial distance of

0.5 cm. A data logger records the temperature measurements and

calculates the heat flux and the surface temperature.

A variable-speed magnetic drive gear pump controls the nozzle

pressure accurately at the desired pressure. The pressure was measured

using a standard bourdon tube gauge with an accuracy of * 2.0 psi. The

flow rate was measured using a rotometer with an accuracy of 0.21 cc/s.

Four different nozzles ranging from 0.51 to 0.76 mm in orifice diameter

were used. The data on droplet diameters, velocities, and flow rates

for the experiments performed are presented in the following section.

The distance between the nozzle and the test surface can be varied but

was left at 1.9 cm for the cases presented here.

6



SPRAY NOZZLE

LASER PHASE
DOPPLER DETECTOR

STAINLESSSTEEL COVER TEFLON SEAL 00 J

CERAMICTEST SURFACE

N! EATER BLOCXK

CARTRIDGE /

HEATERS ]A

Figure 2.1.1: Preliminary experimental apparatus

For each experimental run, the following procedure was followed:

1. The surface was cleaned with acid to remove any oxidation or

dirt.
2. The nozzle pressure was set to the desired value.

3. The power to the heater block was gradually increased at a
rate slow enough to ensure quasi-steady measurements. The

energy stolred in the section just below the test surface was
less than 0.1 percent of the heat removed by evaporation.

4. When the critical heat flux was reached, or the heater block

temperature became too high, the heater power was turned off
and the experiment was terminated.

7



2.2: PRELIMINARY EXPERIMENTAL RESULTS

Figure 2.2.1 presents preliminary experimental results obtained by

the method described above. Nozzles I through 4 were all operating at

20 psig. The nozzle characteristics at this pressure are presented in

Table 2.1 in Section 2.3 of this report. These first experiments show

that a heat flux of over 1,100 W/cm2 is removed with a surface

temperature of 160 0C using room temperature water. It was observed

that the critical heat flux increased with increasing flow rate. Since

the nozzles are pressure atomizing nozzles, the droplet diameters and

velocities should not vary significantly for the different orifice sizes

at the same pressure. The main difference is in flow rate. Since the

percentage of the spray which is entrained or rebounded is dependent

mainly on the droplet velocity and diameter distribution, the critical

heat flux should be proportional to the flow rate. Examination of

Figure 2.2.1 does substantiate this conclusion.

1200.

-a--- nozzle 1

1000 - nozzle 2

-" nozzle 3

E- 80 nozzle 4

-. 600
LL

400

200

10 20 30 40 50 60

SUPERHEAT ( C)

Figure 2.2.1: Preliminary experimental results
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During all the experiments, the critical heat flux was always

preceded by a drylut in the center of the surface which propagated

radially outwards as the heat flux increased. This dryout was probably

caused by a deficiency in liquid supply at the center of the surface.

The deficiency occurred even though the overall flow rate was much

higher than was required to remove the heat being supplied to the

surface (assuming complete evaporation). The deficiency is caused by

droplet entrainment, splashing, and expulsion from bursting vapor

bubbles. Small, low velocity droplets become easily entrained in the

escaping vapor because of their low momentum. Even though the number of

entrained droplets is sometimes high, they contribute very little to the

overall volume flow rate. Large droplets with high velocity have more

kinetic energy than can be absorbed by impact with the liquid film.

Therefore, disintegration and splashing occurs. Evidence presented

later indicates that less than 10 percent of the overall volumetric flow

rate is lost in this manner. The predominant mechanism by which fluid

is lost is by expulsion. When a vapor bubble bursts in a thin film,

liquid drops can be expelled from the surface.

Since dryout always began in the center of the surface, an analysis

of the spray characteristics directly above the center of the surface

may indicate the reason for the deficiency. This analysis is presented

in the following section.

2.3: SPRAY CHARACTERISTICS ANALYSIS

As discussed in the previous section, the spray characteristics

directly above the center of the surface were measured using a laser

phase Doppler system and analyzed to determine the phenomena leading to

the CHIF. The measurements include droplet velocity, droplet diameter,

and volume flux distributions for various experimental conditions. This

section describes these measurements, the data obtained, and the

relationships between the spray characteristics and the heat transfer

results. An in-depth analysis of the effects of the spray

characteristics on the heat transfer for one experimental case is

presented. The results of this analysis are then used to explain the

9



heat transfer results for the other experimental cases presented in the

previous section.

For the experimental results already presented, four different

spray nozzles were used. The characteristics of these nozzles,

operating at various pressures, influence the heat transfer. Knowledge

of the droplet diameter and velocity distributions, and the volume flux

profiles is of vital importance to the understanding and analysis of the

experimental results. Table 2.1 shows manufacture specifications for

the orifice diameter, nominal volumetric flow rate, and spray cone angle

for the foiur nozzles tested (Spraying Systems Co.). More detailed

information concerning the spray characteristics was obtained using a

laser phase Doppler system.

Table 2.1: Nozzle characteristics

Nozzle Orifice Flow Rate (cc/s) Cone Angle
dia. (mm) 20 psig 30 psig 40 psig 20 psig 40 psig

1 0.51 2.64 3.28 3.78 500 580
2 0.56 '3.61 3.58 4.36 560 600
3 0.69 5.36 6.31 7.58 540 590
4 0.76 6.31 7.58 8.83 540 600

The laser phaIUse L" ý,P;i( 1 system used for this study was an

Aerometrics Phase Doppler Particle Analyzer (PDPA). A detailed

theoretical discussion of the procedure is reported in Reference 7. The

optical configuration of the PDPA is the same as that of a conventional

laser Doppler veloioimeter. Light is scattered from droplets passing

through the fringe patterns formed by the intersection of two laser

beams. This scattered light produces another interference fringe

pattern in the far field which is imaged on an aperture. The spacing of

tile fringes in this pattern is directly proportional to the droplet

diameter. As the drop moves, the fringe pattern is swept across the

aperture. Its passing is observed by three detectors located at

selected spacings behind the aperture. The signal produced by each of

these detectors is ident jial inI frequency content which is used to

determine the droplot v%-elority. However, because of the spatial

separation 01ep lfoyed between the detectors, a phase difference exists
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between the signals. This phase shift is proportional to the fringe

spacing and, therefore, the droplet diameter.

Measurements of the droplet velocity, diameter and volume flux

distributions were made under various experimental conditions. As

mentioned previously, a detailed analysis for one experimental case is

presented in this section. All measurements discussed relate to nozzle

number 2 operating at 25 psig with 25 OC water. The heat flux versus

surface superheat curve is given in Figure 2.3.1. This figure will be

referenced throughout the section and discussed in greater detail

following further analysis.

900-

800-

E 700 II

X 600

L_ 500-

w
"- 400

300 ,
0 20 40 60 80

SUPERHEAT ( C)

Figure 2.3. 1: liat flux vs. superheat, test case

The volume flux distribution for nozzle 2 at 25 psig was measured

with no test surface present for the same spray conditions as in the

test case presented in Figure 2.3.1. The curve presented in Figure
2.3.2 shows the volume flux distribution plotted against radial position

within the spray. Al] laser phase Doppler measurements were taken at a

distance of 1.55 cm from the nozzle exit (3.5 mm above the test

surface). The measured volume flux integrated over the surface area was

it



within 3 percent of the total volumetric flow rate. When these

measurements are repeated when the test surface is present, the volume

flux measurements are not useful because they do not distinguish between

liquid coming to the surface and liquid leaving the surface by

entrainment, splasling, or expulsion.
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Figure ?., 2: Volume flux distribution

From Figure 2.3.2, the incoming volume flux distribution is known.

The next step is to use the LPDA measurements to determine the

percentage of the incoming spray which comes back off of the surface.

To do this, the total volume of droplets with positive velocities

(incoming droplets) is calculated using the corresponding diameter

measurements. The samne is then done for the droplets with negative

velocities (outgoiing dr,,plets) . The percentage which comes back off of

the surface is equal to the. ratio of the outgoing total volume to the

incoming total vwl, Ufe.

Histograms of tHe in(comirig and outgoing droplet diameter

distributions are presented in Figures 2.3.3 and 2.3.4 for increasing

heat flux for a sample size of 5,000 measurements. To determine the

frequency at which the distributions repeat, the total incoming volume

12



can be summed and divided into the volume flux from Figure 2.3.2.

Fro~m Figure 2.3.3, it is evident that as the heat flux increases,

the smaller drop'ts become entrained in the escaping vapor, and never
reach the surface. Although the number of drnplets entrained is quite

large, the diameters are very small. This indicates that the droplets

in the size range entrained contribute very little to the overall

impinging flow rate. Therefore, the entrainment should have little

effect on the heat transfer for these nozzles. However, this indicates

that certain nozzles which only provide small droplets may not be

suitable for high heat flux cooling.

Incoming Diameter vs Heat Flux
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Figure 2.3.3: Incoming droplet diameter distribution
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Outgoing Diameter vs Heat Flux
Nozzle TG4, 25 pg
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Figure 2.3.-i: QIt!hiing droplet diameter distribution

The size range of entrained droplets can be predicted by balancing

the drag on the drc-iet with its momentum. Equation 2.3.1 below

indicates that the smaller the droplet diameter, and the lower its

initial velocity, the more easily it becomes entrained in the escaping

vapor:

(u-v) :: (U-Vo0)eXp(-18liv t/pld2) (2.3.1)

Equation 2.3.1 was integyated between the nozzle exit and the surface

and then used to plot Figure 2.3.5, which shows the prediction for the

size and velocity range of droplets that would be entrained in the
2

escaping vapor at a helat flux of 786 W/cm . It was assumed that the

14



initial droplet velocity was eqiaIl to the average measured! at, zero heat
flux. Ihe volume mean diame.ter fr,,n the PIPA fltsuremenet. S was used.

The vapor escape velocity was calculated from the assumptiouo that 350
V//cm2 was recmoCved through phase change. The figure shows fairly good

agreement with the sinz range entrained acc)rdi ing to the PI)PA

measurements plotted in Figure 2.3.3.
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Figure 2.3.5: Droplet entrainment prediction:

Figurre 2.3.4 sh ows the outgoing diameter distribution. The curve

for the no heat I Iux (:ce indichates that 1.8 percent of the impinging

spray is splas;hed from the surface. Splashing occurs because the
kinetic energy of sonie drop let s is much higher than can he absorbed

through changes in surface energy and viscous dissipation. As the heat
flux to the surface is increased, the percentage of fluid which comes

2back off of the surface increases rapidly. At a heat flux of 450 W/cm,
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the percentage ho s increased to 24.0 percent. At a heat flux of 7W6

W/cm 2, 87.-I percent of the impinging fluid is coming back off of the

surface. This is because as the surface temperature increases,

nucleation sites become activated on the surface within the thin film.

This increases the insI.tability in the liquid film and causes more

splashing. Also, Whun vwper bubbles burst within the film, liquid is

ejected fromt the film.

Droplet expulsion from vapor bubbles growing in a thin film has

been observed and investigated in References 8,9, and 10. Toda and

Monde also observed that droplet nucleation was responsible for the

destruction and entrainment of the liquid film in their investigations

of spray coolling [1.61. In Reference 8, it was noted that in falling

film cooling. the c itical heat flux occurred in some cases due to a

liquid deficiency reesulting from droplet expulsion. A correlation

relating the vapor generation rate and the liquid film thickness to the

mass fl'o• rate of liquid expelled from the film was given:

.2

me = 477(q/A) ICP v (2.3.2)

"Tbhis c,,trmla' , in dicates that the mass flux of liquid expelled is

dependent on the heat iHux (removed by nucleation) and the liquid film

thickness. Using equation 2.3.2, the mass flux expelled was plotted

against the heat flux removed by nucleation for various values of film

thickness in F igure 2.3.6. The vertical lines in the figure give the

estimated range of the experimental results (liquid film thickness

estimated to be hewevn 1 00 and 200 pm). The estimation in the heat

flux removed by nucleat ion is calculated as follows:

1. Assume the heat flux at the surface can be separated into

thrrec parts: the heat removed by forced convection, the heat

removed 1Thrngh nuc leat ion, and the heat removed by

evap"r rinn fi•' the upper liquid/vapor interface.

2. The heal i t;ronste r coefficient for the forced convection is

ass 1111(0d 1 0 I rito i Cll 1cost ant as the surface temperature
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increases It can be calculated at a surface temperature of

99 0 C assuming no evaporation occurs (h :-- q/(99 - 'f)) . Since

at the CIIF, tile majority of the coolant is expelled, it is

difficult to estimate how close to the saturation temperature

it gets before it is expelled. Assuming that 50 percent gets

heated all the way, at the critical heat flux, approximately

350 W/cm2 of the 786 W/cm2 heat flux is removed by forced

convect ion. Of course, this may not be very accurate

considering the difficulty in the estimation.

3. Since the fluid is subcoled, very little heat is removed by

evaporation at the upper/liquid vapor interface (unlike the

saturated fluid cases presented later). This is because fluid

must be very close to the surface to be heated to the

saturation temperature. Therefore, only a fraction of what is

evaporated will be due to superheat fluid which is pushed t

the upper liquid/vapor interface by impinging droplets.

Assuming less than 100 W/cm2 is evaporated directly from the
liquid/vapor interface, this leaves a heat flux of

approximately 350 W/cm2 which is removed by nucleation.

As seen in the figure, the prediction for mass flux of liquid

expelled lies between 1.2 and 4.1 g/(s cm 2) if a range of ± 50 W/cm2 is

assumed. The actual mass flux expelled as measured by the PDPA system
is 1.8 g/(s cm 2). This is 87.4 percent of the impinging volume flux at

the center of the surface given in Figure 2.3.2. This comparison

indicates that the correlation gives a good rough estimate of the fluid

expelled if the liquid film thickness and the heat removed by nucleation

are known. The correlation appears to approximate the experimental data

within the error associated with the estimation of the heat flux removed

by nucleation. The correlation may not be very accurate because the

instability of the liquid/vapor interface created by the impinging

droplets enhances expulsion. This would not occur in the falling film

heat transfer case for which the correlation was derived.
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Figure 2.÷.6: Dpl exulsionratgjrediction

References 9 and 10 report on the phenomena of expulsion resulting
from vapor bubbles bursting in a thin film. Both papers describe two
separate mechanisms of droplet generation. As the vapor bubble bursts,
droplets may form from the thin liquid film (bubble dome), and become
entrained in the escaping vapor as it rushes out. Then, as fluid rushes
in to fill the cavity created when the vapor rushes out, it collapses on
itself creatiing a l iquid Jet which spouts from the surface. In many
cases, this Jet Is unstable and a droplet forms. The references
indicate that for very large vapor bubbles, the first mechanism
dominates. 110t for small bubbles, the second mechanism dominates.
Reference 9 gives a figure which plots the ratio of liquid mass expelled
to vapor mass generated against the diameter of the vapor bubble. For
bubbles as small as I mm, 10 grams of liquid are ejected for every gram
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of vapor generated. For spray cooling, the vapor bubbles are generally

smaller than I mm, but the surface is also much more unstable due to the

droplet impingement. The previously described estimation of the heat
flux removed by bubble nucleation can be used to calculate the vapor

mass generated. The measured fluid mass expelled is about 11 times the
vapor mass generated, assuming a nucleation heat flux of 350 W/cm

The above discussion indicates that the CHF for lower flow rate

cases can be caused by a liquid deficiency resulting from droplet
expulsion. Using the laser phase Doppler measurements, one can

determine the potential heat removal capability of the spray. This
includes the total latent and sensible heat content. The sensible heat

content is estimated as described above (the portion removed by forced

convection). The latent heat removal capability is defined as the total
amount of heat that could be removed, if all of the coolant not expelled
from the surface is evaporated. As the heat flux to the surface is

increased, the expulsion rate increases as shown in Figure 2.3.4.
Therefore, the latent heat removal capability of the spray decreases as

the heat flux to the surface is increased. The sensible heat removal

capability is much more diffcult to estimate. As the heat flux is
increased, so does the surface temperature, indicating an increase in

sensible heat removal. However, fluid is also expelled from the
surface. Therefore, it has less time to absorb heat resulting in
reduced sensible heat removal. If it is assumed that all of the liquid

not expelled is raised to the saturation temperature, and all of the

liquid expelled is raised 50 percent of the way to the saturation

temperature, an estimate of the sensible heat removal capability is

obtained. Of course the 50 percent criterion is quite arbitrary, but

should be reasonable.
Figure 2.3.7 shows the heat removal capability of the spray

calculated from the PDPA measurements and the above assumptions plotted

against the heat flux. The curve labeled "Total" is the sensible plus
latent heat removal capability. The line labeled "Limit" is the line
which indicates where the heat removal capability is equal to the heat

flux. Where the total heat removal capability intersects the line, the

CIIF is expecte(d to occur. The last data point on the curve was taken at

a heat flux of 786 W/cm . the actual critical heat flux was 814 V/cm2
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It appears, that if the trend of the heat removal capability curve
continues, that a CIIF of approximately 800 W/cm2 is predicted. Within

the limits of the experimental error, and the uncertainty in the

estimation of the sensible heat removal capability, the CHF is

accurately predicted by this type of comparison. This indicates that

when the coolant flow rate drops below the flow rate expelled due to
nucleating bubbles, the CIIF results from a deficiency in liquid supply.
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Figure 2.3.7: Heat removal capability vs. heat flux

Also, notice that three different regions are labeled on the graph
in Figure 2.3.7. These same three regions were also labeled on the heat

flux versus superheat graph presented in Figure 2.3.1. This shape of
curve is characteristic of all the cases in which the liquid is

subcooled. It appears that region I heat transfer is dominated by
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forced convection. As seen in Figure 2.3.7, the sensible heat removal

capability of the spray is sufficient to remove the entire heat flux.

As the heat flux is increased, more heat is transferred through

evaporation, and consequently, the heat transfer is more efficient.

This causes the slope of the heat flux versus superheat curve to

increase. The division between region two and three is placed at the

location where the efficiency begi:ns to decrease, as seen in Figure

2.3.1. On Figure 2.3.7, this is seen to be the point at which the mass

flux expelled increases very rapidly, diminishing the heat removal

capability of the spray. If the heat transfer coefficient is dependent

on the flow rate, as fluid begins to be expelled, the flow rate, and

consequently, the heat transfer coefficient both decrease.

Considering the results of the above analysis, one can reanalyze

the results presented in Figure 2.2.1. It has been determined that

nucleation is responsible for the expulsion which causes the transition

to critical heat flux. If this is true, then one would expect a higher

flow rate to yield a higher critical heat flux. As mentioned

previously, as the flow rate is increased the CHF does increase. It is

also noted that the temperature at which the (HF occurs increases as

well. This is because more fluid must be expelled to cause the CHF.

Therefore, since the surface roughness conditions do not change, the

surface temperature must increase to activate more nucleation sites and

increase the growth rate of the bubbles on the surface. The trends in

the experimental data agree well with the proposed mechanisms causing

critical heat flux.

The above analysis indicates the importance of obtaining detailed

measurements. The heat transfer and fluid flow are very complex.

Without these measurements, it is very difficult to interpret the data,

or understand the physical phenomena. The preceding analysis provides

strong evidence that the nucleation within the film is responsible for

transition to critical heat flux. The droplet expulsion also has a

strong influence on the heat transfer efficiency when subcooled fluid is

used. The preceding analysis will be referenced in relation to the

continued experimentation and analysis presented in later chapters.
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CIIAPTER 3: IMPROVED APPARATUS DESCRIPTION

The preliminary experiments and analysis gave much insight into

understanding the spray cooling process. However, they also identified

many areas fur further experimentation. It was decided that greater

variation in flow rate and spray characteristics should be investigated,

as well as the effects of subcooling, noncondensable gases, and surface

characteristics.

Also, certain problems with the initial apparatus were discovered;

mainly, because of the high thermal mass, accurate determination of the

critical heat flux was difficult. For very high heat fluxes, the

temperature of the hIrater block approached the melting point of copper.

Therefore, a new apparatus was designed using finite element analysis to

minimize the thermal mass and the maximum temperature in the heater

block. The new apparatus also featured power control based on

temperature rather thuan heat flux. The apparatus was designed to fit,

into a closed syst(em enviruonment to facilitate study of noncondensable

gases and liquid subcooling. This section describes the new apparatus

design and its benefits. A section is also presented on the development

of a e'ew t!chnij:,, droplet diameter and velocity measurement. The

results obtaitnu.l wi,', tui new apparatus are presented and analyzed based

on the findinigs previuusiy presented in this report and new measurements

of the spray characteristics in following sections.

3.1: EXPERIMENT AL DESCRIPTION

The experimental system block diagram is presented in Figure 3.1.1.

The test chamber pr(ovides a closed-system, single-component environment

for the spray ('001 iIig tests. Water is drawn from the test chamber

reservoir and pouped hreoigh the preheat chamber to the spray nozzle.

The descri )ti,iti dn f (he spcc ifi c components is given in the three

following subsect *1 os.
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PUMPESO COMPUTER-AIDED
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AND CONTROL

PREHEAT
TANK

RELAYS ANC POWER
RELAS •--'--i. •CONTROLLERS

Figure 3.1.1: Experimental setup block diagram

3.1.1: Test Surface lHeater Block Design

Owing to the large thermal gradients required to drive large heat

fluxes through any surface, the apparatus was carefully designed so as
to arrive at temperatures within the body which maintained the physical
and chemical integrity of the system. Copper was selected as the heater

block material because of its high thermal conductivity. After careful

review of several methods of providing high heat flux, it was decided

that tungsten- in-quartz radiant heat lamps would provide the best

performance.

The design of the test surface/heater block is presented in Figure

3.1.2. The heater block is placed in a brass box and surrounded by

ceramic fiber irsulation. The sprayed surface was sealed using a

machinable glass ceramic insulator and high temperature silicon rubber

sealant. The brass bock was flanged so that it could be mounted in the
test chamber described later.

The three high power (10 W/cm) tungsten- in quartz heat lamps

inserted into cylindrical chambers within the copper heater block
provided a total heat input of 1500 Watts. This system, i.e., the

tungsten filament, which can be viewed as a line element radiative heat
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source, (temperature = 2,200 0C, 0.5 < A < 4.5 am), enclosed within a
cylinder closed at its ends, constitutes a black body. Thus, all the
radiative cnergy is absorbed into the copper base of the heated surface,

These radiation lamps have a fast thermal response (99 percent rated

power within 3 sees), can withstand high temperatures by virtue of their
sealed quartz envelope, and provide a high radiative heat flux.

1/4 Inch Brass Wall

Ceramic Fiber Insulaton

Radiant Ouartz Lamp Heaters Copper Heater Block Machinable Glass Ceramic

T T T, \ R7 
Ar Cooled Cav.ity

Mý-ni/ g Flange

Figure 3.1.2: Test-surfacelheater-block design

Before fabrication of the heated surface, an ANSYS finite element

analysis of the steady-state heat conduction in the heater block was

performed oil the prototype. The goal of the analysis was to minimize
the maximum temperatures and reduce the thermal mass. The lower

temperatturr's ,f,,lt ,ly presorve the physical and chemical integrity of
the body, but aIs, in comjunction with the lower thermal mass provide

quicker heat iig/!conl ing transients.

The overall size of the heater block is dictated by the size and
number of radiatiOn lamps desired. For three lamps with a heat length

of 12.5 cm, thei r,,quired size of the plan section of the body is
approximately 12.5 cm hy 7.5 cm. Figure 3.1.3 provides the results of
the finite elemont analysis for a surface temperature of 150 OC and heat
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flux of 1,000 W/cm2 . This is a symmetrical quarter section of the model

heater block designed with a square crown of 1-cm edge and 7-mm height.

Two constantan films of 127- jim thickness are located 4 mm and 6 mm above

the body surface. At locations above 3 mm, flat isotherms are observed.

Therefore, the thermocouple for the final design should be located above

this height. The results indicate a maximum temperature of 567 0 C at

the lower most corner of the block. Experiments performed with a

shortened crown of height 4.06 mm and a single constantan film, gave

temperatures which corroborate well with the numerical predictions.

-Laminated Copper-Constantan Crown

2 2 5 - -- -- ,. _

300-- --- -- -- 375
-450

555 . .,

ID RECT BLOCK + 3 HEATERS

Figure 3. 1 .3: Finite element analysis results
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For temperature measurement, an integral thermocouple design was

developed as shown in Figure 3.1.4. The thermocouples are formed by

silver-soldering a constantan film between the copper heater block and a

508-pim-thick copper film which forms the sprayed surface. Thus two

thermocouple junctions are formed which are separated by an accurately

known distance (16-1 jm thickness of the constantan film). The junctions

are located in a wegiuu -here the isotherms have flat profiles as

indicated by the finite element analysis. The heat flux (:an then be

determined using Fourier's law of heat conduction:

q=- k- -'T (3.1.1)
kAx

At a desired heat flux of 1,000 W/cm2 , in a copper body of uniform cross

section, the temperature gradient using equation (3.1.1) is:
ATT- 25.4 0C/mm (3.1.2)

This requires the size of the thermocouple junction to be of the order

of 40 pm for a temperature measurement resolution to be within 1 0C.

Second, a standard uncertainty analysis implies that the prediction of

the heat flux is ;tI' dependent on the accurate measurement of the

distance between tht two thermocouples. Therefore, the integral

thermocouple design proviues better performance than the common method

of temperature measurement using fine thermocouples because the wire

sizes required are too fine at such high temperatures, being more

susceptible to standard wire errors, corrosion and failure [11]. Also,

with standard type thermocouple probe, uncertainty in the placement of

the probe gives further uncertainty in the heat flux calculation.

'ihe integral thefrmocouple construction, shown in Figure 3.1.4, is

bonded together usin•g silver solder, (Harris 50-003-1/4, 50% Ag + 15.5%

Cu + 16.57 Zn ÷ 18""; Cd, )iquidus 635 OC), selected because of the high
temperatures expected within the copper block. Constantan has a low

thermal conductivity, (21.12 W/m OK), thus the thinner the film, the

lower the temperature rise across it. Second, the film thickness

measurement, Ax, whfn accurately determined, reduces the uncertainty in
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the heat flux prediction.

Because there is heat flow across the laminate thermocouple

junction, and the silver solder layer has finite thickness, we cannot

assume the junction to be isothermal. Hence, the standard

copper-constantan theirmoc(uple calibration is invalidated. Therefore,
the thermocouple measurements taken during the experiments are corrected

as described in Appendix B before plotting the results presented later.

COPPER TEST SURFACE

INTEGRAL
THERMOCOUPLE
JUNCTIONS CONSTANTAN•"FILM

COPPER HEATER BLOCK

Figure 3.1.4: Integral thermocouple design

3.1.2: Test Chamber Design

The test chamber presented in Figure 3.1.5 is constructed of brass

plate which is bolted together and sealed with epoxy. The

heater-block/test-surface assembly is simply bolted up into the bottom

of the chamber as shown. Three glass windows are located on the front

and side walls to facilitate observation. The expandable columns are

Neoprene bellows. These columns were flange mounted to the top of the

test chamber at the base, and to a counterweighted plate at the top.

Purge valves at the top of the columns were used to bleed the air from

the system. The columns were very effective in maintaining constant

pressure with in the system. As transients in vapor generation occurred,

due to cycling of the reservoir heater or increases in the surface heat
flux, the columns move up or down to change the system volume. As long
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as the columns remained between the maximum and minimum heights, the

pressure remained constant to within 0.25 psig.

COUNTERWEIGHTED PURGE VALVES
MOUNTING PLATE

EXPANDABLE COLUMNS

NOZZLE PREHEAT

CHAMBER
1IM MERSION HEATER

TO VACUUM TEST SURFACE
PUMP AND 4
COLD TRAP

METERING PUMP

Figure 3.1.5: Test chamber design

The reservoir immersio1n heater was computer controlled based on the

liquid temperature. 'l•he control was very effective in keeping the

temperature within 0.5 nC of the set point value at all times. The
liquid in the reservoir was pumped through a preheat chamber to the
nozzle. The preheat c(hamber also contained a computer controlled

immersion heater to eris.ure that the fluid sprayed onto the surface was

at saturation. The preheat chamber also served to damp the pressure

oscillatiions generated by the diaphragm pump to ensure that the nozzle
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operated at relatively constant pressure.

The temperature of the vapor space was monitored to ensure that the

majority of the air was removed from the system. As the test chamber

was heated up, the air/water vapor mixture was forced through the purge

valves on the tops of the expandable columns by applying pressure to the

upper plate. This continued until the vapor temperature approached the

saturation value. At this time, the purge valves were closed and a cold

trap was evacuated with a vacuum pump. The pump was then isolated from

the cold trap. A valve between the cold trap and the test chamber was

then opened and the contents of the vapor space were drawn into the cold

trap. This served to remove any remaining air from the system.

3.1.3: Data Acquisition and Control

The data acquisition and control system consists of two parts as

shown in Figure 3.1.1. The temperature and power controllers are used

to control the heat input to the heater block. The computer-aided data

acquisition and coatrol is used to record all pressures and temperatures

and maintain the reservoir and preheat chamber at the set point

temperatures.

The temperature controller slwn in Figure 3.1.1 is programmable,

uses a PID (proportional, integral and derivwoive) scheme, and performs

a maximum of six cycles a second. The controller monitors the

temperature of the upper thermocouple junction, maintaining it to within

1 0C of the set point by sending a 4 - 20 mAmp control signal to the

Phase-Angle SCR power supply. The SCR power supply regulates the power

to two of the quartz lamps by varying the phase angle on each ac cycle

proportional to the control signal. Thus the power is varied betseen 0

and l00( watts. A second ancillary variable transformer power supply is

manually set to supply a base heat input of up to 500 watts to the third

heater. If the temperature of the surface overshoots, as when the

cri vcal heat flux is surpassed, an alarm disconnects the power to all

the heaters via relays. The power to the lamps along with the

temperatures are continuously indicated by the panel meters.

The c•mputer aided data acquisition system features a high speed

high resolution A/D converter, four input channels, and a six

thermocoupI e i sotherma 1 input connector with cold junct ion compensat ion.
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The thermocouple input connector uses channel one of the four input
channels. The two pressure transducers which measure the nuzzle and

chamber pressures are read oin channels two and three. Channel four was

unused. The six inputs onl the thermocouple input connector were

connected to the two iutegral thermocouples in the heater block, the

vapor space, the liquid rtsservoir, the preheat chamber, and the end of

one of tihe heatcrs. Ail readings were monitored on screen continuously

and recorded at 10 seconfd intervals.

The read iigs for the two integral thermocouples are later corrected

(As described in Appendlix B) and used to calculate the heat, flux and

surface temp rat ure. 1he vapor space temperature was monitored to
ensure that the air Was properly purged from the system. The

temperature of thue heater end was monitored to ensure that the air

cooling was eftfecctivye. If tle heater ends get too hot., the heater may

fail . The readtigs for the reservoir and preheat chamber were used for

control as dus-iribed below.

To control the tei:,peratures in the reservoir and the preheat

chamber, a zero or 5 v,)lt signal, depending on whether the temperature

is below or above the set point respectively, is sent to an appropriate

pin on LPTI . '[he. corresponding wires from the output cable are

connected to the inputs of solid- state control relays. The relays are

capable of switching up to 10 amps at 120 V. These relays are connected
to the power leads for the immersion heaters in the reservoir and

prehe(ýat. chamber,
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3.2: DROPLET DIAMETER AND VELOCITY MEASUREMENT

The droplet diameter and velocity distributions for the nozzles

used in the experiments were measured so that the effects of the spray

characteristics on the heat transfer could be identified. This section

describes the new techniques and the results obtained.

3.2.1: Measurement 'Techniques

The measurements were conducted using a new technique which

utilizes a digital video and image analysis system ad laser sheet

lighting. The technique is similar to that developed jointly by Cal

Tech and the Jet Propulsion Laboratory [12]. The main difference is

that they used a standard camera and a pulsed light source. The

technique described here utilizes a special camera in which the shutter
is triggered electronically. This allowed the use of a much less

expensive argon ion laser for the light source. The camera resolution

of the University of Kentucky system is also better than the Cal
Tech/JPL system. This allowed more accurate determination of the

drop'et size and velocity.
The digital video camera used is manufactured by X ion

Electronics. The camera features electronic gating (shuttering)

capability and an image intensifier with a gain of 25,000. The

electronic gating was triggered using a custom designed logic control

unit also designed by Xybion. The unit allowed the number of exposures
to be adjusted between 1 and 9, and the time between exposures to be

adjusted between 5 and 500 ps. The time the shutter remained open was

also adjustabie between 10 nis and 10 ms. The extremely short exposure

times were possible because of the high gain on the image intensifier.

This allowed the droplets to be essentially frozen in the video frame.

To measure the droplet velocity, the number of exposures was set at

6 per video frame. The time between exposures was set at 20 us which

was suitable for the droplet velocity range. The shutter speed was kept

at 0.1 lis to ensure that the droplets are essentially frozen during each

exposure. The short exposure time and the small field of view (3mm x

3mm) limited the number of droplets present in each video frame. This

is necessary to identify the trajectories of individual droplets.
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After filming tile spray for a few minutes at the desired nozzle

operating conditions, the videometric image analysis system is used to

calculate the droplet velocity. The time between exposures is

accurately measured using an oscilloscope connected to a gate timing

readout on the camera. This value is entered into the analysis

software. The software is calibrated by filming a known measurement

scale. The optical configuration used (200-mm lens with an expandable

bellows) resulted in a horizontal and vertical resolution of 8.5 and

10.0 ui,, per pixel, respectively. The uncertainty in the resolution is

estimated to be less than 0.5 #m (See Appendix A). The software is then

used to input the positions of the droplets shown in a given trajectory

(multiple exposures of the same droplet). The droplet velocity is then

automatically calculated.

The size of the droplet is calculated by defining an area which

encloses a given droplet. A pixel intensity histogram is then conducted

for the region defined. The histogram gives the number of pixels

contained in the droplet area. The area of each pixel, determined from

the calibration, is then multiplied by the number of pixels contained in

the droplet to give the droplet cross-sectional area. This is then

recorded and used to calculate the diameter. In this manner

simultaneous measurements of the droplet diameter and velocity are

taken. To calculate an area average diameter, the region is defined

a.round a number of droplets. The uncertainty in the droplet diameter

results from light scattering. To be conservative, the diameter is

assumed to be accurate to within 2 pixels, or approximately 20 im.

3.2.2: Measurement Results

The results of the droplet diameter and velocity measurements

cbtained by the techniques previously described are presented in this

section. The measurements are then used to help explain the observed

critical heat flux phenomena.

The accuracy of the droplet diameter measurements was verified by

comparing the droplet diameter distribution to the previous laser phase

doppler analysis (described in Chapter 2) of the same nozzle operating

at the same pr(eýssure.
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Figure 3.2.1: Droplet diameter distribution, PDPA measurement

Figure 3.2.1 is a stacked-bar graph showing the droplet diameter

distribution at different radial positions within the spray for nozzle

TG.5 operating at 20 psig. The distributions are based on 5,000 samples

at each radial location given. Figure 3.2.2 is the droplet diameter

distribution measured using the digital video and image analysis system

with the technique described in Section 3.2.1. Even though the largest

number of droplets have diameters less than 100 um, Figure 3.' 3

indicates that these droplets do not contribute greatly to the overall

volume flow rate. Also, these small diameter droplets become easily

entrained in the escaping vapor an(d do not provide effective heat

transfer, as shown in Figure 2.3.3. For this reason, it was decided

that the digital video measurements should concentrate on droplets

greater than 100 jum in size. A comparison of the distributions given by
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the two techniques exhibits the same trends. Both show a minimum

occurring at 120 gm. The maximum occurs at about 140 Am and then the

number density trails off arid flattens out at about 200 arm. The

distribution is flat until about 250 Am and then it decreases further.

The digital video measurements do not reflect the larger diameter

measurements because of the very low probability and the small number of

samples taken. This comparison indicates that the technique provides

relatively accurate measurement capability.
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Figure 3.2.2: &rrpletdiameter d•<stribution, digital video measurement

34



Volume vs. Diameter
Nozzl TG.5, 20 Peg

0.0-

0.6-

0.7-

E 0.6-

S0.4.

0.3

0.2

0.1

0-
0 40 80 120 1W0 200 240 280 320

Diameter (-wrocnv)

Figure 3.2.3: Voiiume vs. diameter

Figure 3.2.4 shows the velocity distribution for the same nozzle.
The distrihiut ions for all the nozzles were the same shape, with the
maximum standard deviation less than 2.0 m/s. The simultaneous droplet
diameter and velocity measurements indicated that the velocity did not

vary greatly with droplet diameter. Hlowever, as vapor generation

increases with heat flux, the smaller droplets decelerate rapidly. The

laser phase Doppler measurements of the velocity (not shown) have the
same profile but have lower values. This is because the measurements
were taken furt her from the nozzle exit. The error associated with the

digital video measurements is maximum at. the lowest velocity. However,

the. maximum error is less than 10 percent hased on the a ssumption that
the time between exposures is accurate to within 1 Ifs, and the distance

between images of the same droplet. in a trajectory is accurate to within
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2 pixels (20 p'm).

Table 3.1 gives the area average2d droplet diameter and velocity for

the nozzles used in the experiments as a function of the flow rate. The

average velocity is based on a minimum of 20 measurements. The diameter

given is an area averaged diameter of over 100 droplets.
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F gu :i .2.4: Velocity distribution
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Table 3.1: Droplet diameter and velocity measurement results

Orii f i c Flow rate Diameter VelocityDia. (mnm) cc/s •M m/s

0.51 4.5 123.5 14.A
5.2 122.6 16.9
6.7 118.0 20.2

0.61 5.2 126.9 12.0
5.9 126.7 12.9
6.7 125.5 13.4

0.69 5.2 132.1 10.5
5.9 130.5 10.8
6.7 129.4 11.2

0.76 5.2 136.0 8.7
5.9 135.8 9.3
6.7 134.7 10.0

The apparatus described in this chapter was used to obtain the

experimental results presented next in Chapter 4. The diameter and

velocity measurements described provide useful insight for the analysis

of the results. They are also useful as an analysis tool for the

phenomenological modeling presented in Chapter 5.
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CHAPTER 4: EXPERIMENTAL RESULTS

In this chapter, the experimental results obtained with the new

apparatus describ,,d in Chapter 3 are presented. The chapter consists of

an introduction , a description of the experimental procedure, and the

experimental ra•ults. The in-depth analysis and phenomenological

modeling of the results are presented in Chapter 5. The results are

compared to thuse of previous researchers in Chapter 7. The uncertainty

analysis for all the experimental measurements is presented in Appendix

A.

4.1: INTROD)UCT"ION

The apparatus desscribed in the previous chapter was used to perform

extensive testing. The goal of the experiments was to develop a

fundamental understanding of spray cooling heat transfer. To obtain

this understanding, it is necessary to determine how the spray

characteristics affect the heat transfer results. Tests were conducted

with a very smooth surface in a single-component, closed-system.

Therefore, the effects of the spray characteristics could be isolated

from the effects of fluid subcooling, noncondensable gas, and the

surface roughness conditions.

The spray characteristics were varied by changing the nozzle

orifice diameter and flow rate. The average droplet diameter and

velocity were measured for most of the cases as described in Chapter 3.

The measurement results are given in Table 3.1. This information is

used to draw preliminary conclusions. Additional experimentation and

modeling are presented in Chapter 5 to provide more detail and further

substantiate these concl usions.

Experiments were also conducted to determine the individual effects

of subcooling, nonc!ndensable gases, and surface roughness conditions.

The results of these experiments are also presented in this section.
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4.2: EXPERIMENTAL PROCEDURE

The procedures presented in this section refer to the tests

conducted with the apparatus described in Chapter 3. As mentioned, the

surface was polished to a mirror finish prior to testing. To do this,

the surface was first sanded with progressively finer grit papers.

Then, alumina polishing powders of 1.0 and 0.3 um were used to complete

the polishing. Between individual runs, the surface was not cleaned or
polished in any way. Although some oxidation occurred, the results were

repeatable over a long period of time, as presented later. Therefore,

the variation in the results is caused by variation in spray

characteristics rather than any changes in the surface or environmental

conditions.
Tile experiments were all conducted according to the following

procedure. Prior to each test the desired nozzle was installed. Next,

the test chamber was heated to the saturation temperature. The air was

then purged from the system as described in Section 3.1.2.
After the entire system was purged, the desired nozzle flow rate

was set using the micrometer dial on the diaphragm pump. To obtain flow

with sufficient momentum, the flow rate was only varied between 60 and
100 percent of the maximum pump capacity. Since the pump is a positive

displacement metering pump, the flow rate was nearly the same for each
micrometer position regardless of the nozzle orifice size. This allowed

comparison of the heat transfer results obtained using different nozzles

at the same flow rate. The actual flow rates were measured as a

function of nozzle orifice size for each micrometer position. The

measurements were taken using a graduated cylinder and a stop watch.
Table 4.1 gives the volumetric flow rate in cc/s averaged over five runs

for the different nozzle orifice sizes at the various micrometer

positions used in the experiments. The uncertainty associated with the

measurement technique is estimated to be approximately 0.1 cc/s.

However, pump fluctuations during the actual experiments may increase

the uncertainty slightly. The nozzles used for the experiments were

Spraying Systems Company nozzles TG.3 through TG.7 (Lower number means

smaller orifice diameter).
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Table 4.1: Nuzzle Volumetric Flow Rates (cc/s)

Micrometer Nozzle Orifice Diameter (mm)
Position 0.51 0.56 0.61 0.69 0.76 Average

Th'A.3 TG.4 TG.5 TG.6 TG.7

60 % 4.33 4.56 4.44 4.49 4.45
70 , 5.16 5.25 5.14 5.21 5.27 5.21
80 % 5.93 5.75 6.01 5.93 6.07 5.94
90 % 6.65 6.36 6.72 6.66 6.79 6.74

100 % 7.33 7.32 7.45 7.46 7.50 7.41

After setting the flow rate, the set point on the temperature

controller was programmed to the desired surface temperature. The

auxiliary heater power level was also set using a rheostat. As the

heater block and test surface temperature went up, the power to the

heaters was continually adjusted to maintain the surface temperature at

the set point. Tlie set point was indexed as desired until the COIF was

identified. The apparatus was then cooled down again and the flow

parameters were adjusted for a new test.

The data acquisition system recorded all the important data as the

heat flux to the surface was increased. The resulting data file was

input into a computer program which corrected the thermocouple

temperature readings as described in Appendix B and calculated the

surface temperature and heat flux. This file was then used tu plot the

heat flux versus surface tempperature curves which are shown in Section

4.3 and Appendix C.

4.3: TEST RESULTS

Over 200 experiments were performed with the new apparatus. Three

different types of nozzles were investigated. However, only one type of

nozzle proved to be suitable for spray cooling. The other nozzles did

not provide a uniform spray distribution and consequently, CHF and

efficiency were both very low. This section presents the results

obtained with tbe best spray nozzles. Even these nozzles showed

nonuniformity in te spray cone which adversely affects the heat

transfer results, and makes analysis difficult. The uniformity
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of the spray cone is of utmost importance to obtaining high efficiency

and high critical heat flux. A set of test results for the saturated,

single-component, closed-system tests with the mirror finish surface are

presented in Appendix C, Figures C.3.1 through C.3.5. The results cover

the entire operating range of the available nozzles over the range of

the pump capability. For these tests, the noz'les and flow rates

presented in Table 4.1 apply. Specific cases will be presented in this

section to illustrate the various effects of the spray conditions.

Regardless of the nozzle orifice size, it is apparent that both the

critical heat flux and the heat transfer coefficient increase with

increasing volumetric flow rate. The best example of this is presented

in Figure 4.3.1 plotted for nozzle TG.5. In this case, when the flow

rate is increased from 60 percent of maximum to the maximum, the heat

transfer coefficient is increased by 24 percent and the critical heat

flux is increased by 21 percent.
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Figure 4.3.1: Effects of flow rate,_nozzle TG.5
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However, not all nozzles demonstrate the same degree of improvement

because the changes in flow rate have different effects on the spray

characteristics. Figure 4.3.2 shows that for nozzle TG.7, the heat

transfer coefficient hardly changes even though the CIIF shows comparable

improvement. This is best explained by describing the fundamental heat

transfer mechanisms.
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Figure 4.3.2: Effects of flow rate, nozzle TG.7

Recall froim the introduction that three mechanisms for critical

heat flux transition were postulated depending on the flow rate. The

very low flow rate dropwise evaporation cases are discussed in Chapter

6. The low flow rate flooded surface cases were discussed in Chapter 3.
The closed- system tests correspond to the high flow rate mechanism. For

these cases, the (IIF occurs when the vapor generaticn rate on the
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s,,rface becomes so Iiigh that a vapor blanket f0orms in a given region in

the time interval between droplets impinging in that regioln. The higher
the impingement frequency, the shorter the time between dro)plet
impingement. The impingement frequency is directly proportional the

flow rate and inversely proportional to the cube .•f the avye_.ge droplet

diameter. Since the average droplet diameter dcreases with increasing

flow rate for a given orifice size (See Table 3.1), the impingement

frequency always increases with increasing flow rate. It is also
evident from Table 3.1 that the change in droplet diameter does not vary

significantly from nozzle to nozzle. Hence, one would expect all
nozzles to show comparable increases in impingement frequency with

increasing flow rate. Therefore, one would also expect comparable
improvement in C11F. The reason that the improvement is not always the

same for different nozzles is that the liquid film thickness, and the

spray cone angle and uniformity also change with increasing heat f'ux.
For example, some nozzles become hollow in the center as the flow rate
is increased. This diminishes the impingement frequency in the center
leading to early transition to critical heat flux. Also, with some

nozzles, the liquid film thickness increases by a greater amount as the

flow rate is increased. 'Tile liquid film thickness affects the region of
influence of each impinging droplet. As the liquid film thickness
increases, higher droplet momentum is required to destroy the growing

vapor bubbles to suppress transition to a nonwetting surface condition.
The heat transfer coefficient for these cases is dictated by the

very complex heat transfer within the liquid film. Heat is transferred

by bubble nucleation, as well as evaporation from the upper liquid/vapor
interface. The amount of heat transferred by nucleation is dependent on
the surface roughness conditions and the surface temperature. Since the

surface roughness does not change from test to test, a comparison of the

heat transfer at one giveon temperature should isolate the contribution

of the effects of ncleatioln. Therefore, the changes noted in heat

transfer coefficient are due to changes in how efficiently heat is

transf-.rred from the sui'face to the upper liquid/vapor interface where

evaporation is oCccurring. Estimations of the film thickness indicate
that straight conduction heat transfer cannot account for the high heat

fluxes obscrve.d. 'ris indicates that impingement phenomena dominate
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the heat transfer within (he liquid film. Consider Figure 4.3.3. There

exists a very thin layer of fluid (microlayer) next to the surface which

is superheated by conductiou from the surface. As a droplet impinges,

its high molmentum forccs fluid out from underneath it. This creates a

situation in whi(h the tho fluid from the superheated layer is mixed

with the bulk of the liquid film. When the superheated fluid comes near

the liquidivapor in•rotface, evaporation occurs.

d

M crolayer

T T

sat wall

Evaporation

Fiqu, i.... MA: . ingement induced mixing

Therefor, ono -Iuld again (expect that the heat transfer

coefficient wouild inur"hl w it h increasing mass flow rate since the

mixing is enharrel by the h;gher impingement frequency. However, as the

mass flow Mate is i•cr .-aswd, the film thickness, 6, also increases.

Thereforeh,thp dIrq)lot must have greater momentum to provide the same
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mixing. Referring again to Table 3.1, it is evident that with the

larger orifice diameter nozzles, the droplet momentum does not increase

as much with increasing flow rate as it does for the smnaller orifice

diameter nozzles. In addition, the film thickness likely increases

more. Therefore, nozzles which have a large increase in droplet

momentum in comparison to the increase in film thickness will show more

improvement in heat transfer efficiency. This explains why Figure 4.3.1

demonstrates marked improvement in efficiency while Figure 4.3.2 does

not. Again, it should be mentioned that the uniformity of the spray

cone plays a key role. If the spray cone is hollow in the center, the

film thickness increases at a spot where the impingement frequency is

low. This reduces the heat transfer efficiency in this portion of the

surface.

Figure 4.3.4 shows the results for all the nozzles operating at the

maximum pump flow rate. As seen, even though the flow rate is tile same,

the efficiency and the critical heat flux vary significantly. As the

orifice diameter is increased, the impingement frequency and momentum

are reduced. The lower impingement frequency would indicate that the

CtuF should be lower. This trend is supported by the data except for

nozzles TG.4 and TG.6. Both of these nozzles exhibited a narrow spray

cone which was hollow in the center. This caused early transition to

critical heat flux. In fact with nozzle TG.4, a stable nonwetting

region was observed to form in the very center of the spray. The data

showed that this caused the average surface temperature to jump by 6 0C.

Then as the heat flux was increased a little more, the whole surface

became nonwetting. The other three nozzles had wider spray cones, but

nozzle TG.3 was also somewhat hollow in the center. When the uniformity

of the spray cone is considered, the data are still explainable by the

theories described.

As mentioned, the larger the orifice diameter, the lower the

average droplet mormentum. Since the flow rate is the same, one would

expect the liquid filmn thickness to increase with decreasing momentum.

Also, since the impingement frequency decreases, less mixing would

occur. Therefore, one would also expect the efficiency to decrease with

increasing orifice diameter. This trend is exhibited except for nozzle

TG.5. This nozzle unexpectedly demonstrates the highest efficiency.
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Hlowever, observations indicated that the spray cone for this nozzle was

the most uniform out of all the nozzles. Therefore, these results are

not surprising and again emphasize the extreme importance of spray cone

uniformity.
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Figure 4.3.4: Effects of orifice diameter, maximum flow rate

If the above theories concerning the mechanism for critical heat

flux are correct, the data should collapse when the CHF is plotted

against the impingement frequency. However, since the spray cone is not

uniform there is significant scatter. To try to reduce the scatter, the

spray cone for each nozzle at each operating flow rate was viewed by

illuminating its cross section with a laser sheet light. A factor, X,

was defined which is simply a visual judgment of the uniformity of the

spray cone. It is calculated as the ratio of the area of high intensity

laser light to the total surface area. The laser light only appears to

have high intensity in sections of the spray where the volume flux

(impingement freque]ncy) is high. Figure 4.3.5 shows the critical heat

flux for all the data plotted against the product of the impingement
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frequency, n0, and the uniformity factor, X. The curve shows that the

phenomena are reasonably approximated. There is still significant

scatter in the data. 1his is partially due to the method for estimating

X. When the spray cone is hollow, the area of high intensity is still

nearly equal to the surface area. However, the small hollow region may

burn out causing early transition to critical heat flux. Therefore, the

CIIF is lower than expected. Also when the spray cone is narrow, X is

very small. However, a narrow spray cone does not affect the heat

transfer as adversely as a hollow cone, since fluid flows radially

outward on the surface. Therefore, the CIIF is higher than predicted by

the theory. A more accurate curve could be plotted if the impingement

frequency could be accurately measured as a function of radial position

within the spray cone. Even with the inaccuracy in the method of

determining the proper factor on the x-axis, the critical heat flux is

predicted by the solid line to within 50 V/cm2 with 95 percent

confidence.
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More detailed analysis and additional experimentation were

conducted to verify the above conclusions. This is presented in Chapter

5.

After completing the tests with the saturated fluid in a

single-component, closed-system additional experimentation was conducted

to determine other important factors. It must be shown that the data

are repeatable over a long period of time. Otherwise, some of the

differences observed in the experimental results presented above could

be attributed to changes in the surface characteristics. To ensure that

this was not the case, the first tests conducted immediately after

polishing the surface were repeated after all of the other tests were

run. The result is shown in Figure 4.3.6. As indicated in the figure,

the data were very repeatable over the testing period. Even though the

critical heat flux was surpassed 25 times in between the tests

conducted, and the surface showed evidence of oxidation, there was no

significant change in the results. Therefore, the surface conditions do

not play a role in the variation in results. However, if testing

continued for a much longer time period, the continual burnout may

eventually cause degradation which would change the surface wetting and

nucleation characteristics. In fact, previous tests conducted in air

with the preliminary apparatus did show variation over time. The higher

therual mass of the apparatus caused the surface temperature excursion

to be 200 OC greater than with the closed-system apparatus. Also, in

the closed-system test, since the air was purged from the system, the

oxidation problem is less severe.
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Figure 4.3.6: Data repeatability

The above tests served to isolate the effects of changes in the

spray characteristics. There were no changes in the environment,

surface conditions, or test procedures. This allowed easier analysis of

the data because the effects of several important parameters could be

eliminated. The next step is to determine the effects of those other

important parameters, including noncondensable gases, liquid subcooling,

and surface roughness.

To determine the effects of noncondensable gases, the liquid was

heated to the saturation temperature, but the air was not purged.

Consequently, the partial pressure of the vapor in the system was less

than 1 atmosphere. Thus, evaporation and condensation occurred at a

lower saturation temperature. Since fluid is evaporating from the upper

liquid/vapor interface, air is swept away. Therefore, the partial
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pressure is nearly 1 atmosphere right at the liquid/vapor interface.

The results indicated that the heat transfer was essentially the same,

except that the surface temperature at any given heat flux was

approximately 1 oC lower for the tests with air present. This is shown

in Figure 4.3.7. From this, it is evident that the noncondensable gases

have little effect on the evaporation heat transfer. However, it was

observed that the gases severely hampered the condensation within the

system. Not only was the temperature at which condensation occurred

significantly lower (approximately 5 - 10 OC), but the condensation heat

transfer coefficient is also reduced due to binary diffusion.

Therefore, it is apparent that for effective closed-system operation, it

is necessary to remove all noncondensable gases.
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Figure 4.3.7: Effects of noncondensable gases
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Figure 4.3.8 is plotted to show the effects of liquid subcooling.

These tests were conducted in an open system with the same nozzle

operating conditions and surface conditions. The liquid sub qoling

provides a much greater heat flux at low superheat. At a surface

temperature of 100 0C very little evaporation occurs. Therefore, forced

convection to the subcooled fluid is responsible for the excess heat

removal seen. Notice too, that these curves have the same shape as the

subcooled liquid tests presented in Chapter 2. The changes in slope

indicate that the same mechanisms for heat removal are important. As

the surface temperature increases, the percentage of heat removed by

evaporation increases. Comparing the subcooled cases to the saturated

case indicates that the degree of improvement in heat flux decreases as

the surface temperature goes up. This is thought to be due to the fact

that the subcooling suppresses the mechanism of evaporation from the

upper liquid/vapor interface, which is a significant heat transfer

mechanism in cases with saturated fluid. Also, the shape of the

temperature profile of the superheated layer changes due to the fluid

subcooling. Thus, a higher superheat is required to activate the same

number of nucleation sites. Also, the bubble growth rates may be

reduced.

If the heat transfer coefficient is independent of the difference

between the fluid tcWiperature and the surface temperature, the data

indicate that as much as 60 percent of the heat could be removed solely

by forced convection for the 50 OC subcooling case. For the 25 OC

subcooling case, 45 percent could be removed through sensible heat.

However, as seen in Chapter 2, a large percentage of the flow rate may

be expelled by nucleating bubbles. This also diminishes the effects of

liquid subcooling.
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Figure 4.3.8: Effects of liquid subcooling

The effects of surface roughness were investigated by comparing the

results for a surface polished to mirror finish as previously described,
with the results of a surface sanded with 400 grit paper. The

comparison is presented in Figure 4.3.9. As seen in the figuie, the

critical heat flux for the smooth surface is significantly higher than

it is for the rough surface with all else remaining the same. Also, the

heat transfer coefficient for the rough surface is slightly better than

for the smooth surface. This figure provides further support for the

theory that the CHF results when the vapor generation rate at the

surface becomes too high. Since the rougher surface provides a greater
number of nucleation sites at a given surface temperature, the vapor

generation rate should be higher. Therefore, it is expected that the

CIIF should occur at a lower temperature. The efficiency is improved for
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the rough surface because nucleation is much more efficient due to

microlayer evaporation. Analysis of these results will be presented in

greater detail in the following section.
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Figure 4.3.9: Effects of surface roughness

The experimental results have indicated that the spray

characteristics exert a strong influence on the heat transfer results.

At a constant flow rate, the heat transfer coefficient is seen to vary

by as much as 15 percent, with changes in the spray conditions. The

critical heat flux is seen to change by as much as 300 W/cm 2 . For the

same spray conditions, changes in surface conditions also greatly change

the heat transfer. The CIIF is as much as 300 W/cma2 lower when the

surface is rough. More detailed analysis of the reasons for the

differences is presented in the following chapter.
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CHAPTER 5: PHENOMENOLOGICAL MODELING AND ANALYSIS

In this section phenomenological modeling is presented to describe

the physical phenomena associated with high-heat-flux spray cooling so

that a more fundamental understanding can be obtained. Additional
experiments were performed to provide more detailed data to aid in the

analysis. These experiments are described in conjunction with the

modeling they pertain to. The goal of the modeling is not to provide a

predictive tool, but to explain the trends observed in the experiments

and more accurately describe the important factors governing spray

cooling heat transfer. A predictive model is not possible with the

present knowledge because the phenomena are too complex and uncertainty

in many important parameters is high. There are many factors for which
it is impossible to determine governing analytical relationships at this

point.

The modeling and analysis are divided into two parts, one

concerning the effects of the spray characteristics, and one concerning

the effects of the surface conditions. Then, an explanation is provided
to describe how these two parts interact with each other, and the

resulting effects on the critical heat flux and the heat transfer

coefficient.
To determine the effects of the spray characteristics, the

following questions must be answered:

1. What are the droplet diameter, velocity, and volume flux

distributions resulting from a given flow rate and nozzle
orifice size?

2. What percentlage of the impinging spray is splashed from the

surface, and what is the resulting liquid film thickness?

3. How do the impinging droplets interact with the liquid film?

How do the impinging droplets affect the heat tr-1nsfer in
areas, such as mixing, secondary nucleation, nucleation

frequency, etc.?
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To determine the effects of the surface conditions, the following

questions must be answered:

1. How does the surface roughness and the surface temperature

relate to the number of active nucleation sites on the

surface?

2. What are the bubble growth rates? How much heat is removed

through bubble nucleation at the surface?

3. What is the mechanism by which vapor bubbles break, and how do

the bubbles interact with the liquid film?

Finally, the relationships between the above factors must be

defined so that the spray cooling process may be well understood. For

example, bubble generation frequency in pool boiling has been

extensively researched, but the flow situation is much simpler. The

bubble departure frequency is controlled by a balance of the various

forces on the vapor bubble. However, in spray cooling, the droplet

impingement will affect the bubble lifetime, since tile droplets have

high enough momentum to break the bubbles and displace the vapor. This

is one example of the difficulty in modeling such a complex phenomenon.

The interaction between the impinging droplets and the nucleating

bubbles makes it difficult to isolate various important effects.

5.1: EFFECTS OF SPRAY CONDITIONS

In this section, the effects of the spray conditions are analyzed

and modeled so that the heat transfer may be better understood. Recall

from Chapters 2 and 3 that two different methods were used to provide

information concerning the spray characteristics. In Chapter 2, a

description of the laser phase Doppler system measurements was given.

These measurements were very detailed, but were conducted for a much

lower range of flow rate, and are not generally applicable to the

experimeintal cases presented in Chapter 4. It was not possible,
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unfortunately, to repeat these measurements duriiia the closed-system,

high flux testing because the system was no longer available.

Therefore, new measurement techniques were developed. These are

described in Chapter 3. The new techniques have many limitations and

cannot provide the same amount of information and detail as a laser

phase Doppler system. The techniques were also very time consuming.

However, useful information is provided which will be discussed here.

Recall that the results of the droplet diameter and velocity

measurements were presented in Table 3.1. These measurements cover the

majority of the nozzles and flow rates used in the experiments presented

in Chapter 4. The average droplet diameter and velocity for the cases

not measured can be estimated by interpolating from the table, since the

trends are well defined. For a given flow rate, as the orifice size is

decreased, the droplet velocity increases and the droplet diameter

decreases. The trends in the droplet diameter measurements, although

anticipated, are probably attributable more to coincidence than the

accuracy of the measurement technique. The velocity measurements are

fairly accurate (See Appendix A). Despite the limitations in the data,

useful information can still be obtained.

For example, one of the most important factors is the droplet

impingement frequency. The impingement frequency has a profound effect

on the efficiency because droplet impingement enhances mixing as

discussed in Chapter 4, in relation to Figure 4.3.3. The impinging

droplets also destroy nucleating bubbles and expel the vapor, thus

preventing the formation of a vapor barrier. Therefore, the impingement

frequency also has a profound effect on the critical heat flux. In

order to calculate the impingement frequency, the average droplet

diameter must be known:

S= • (5.1.1)

rd
3

Ideally, a complete distribution of the droplet diameters should be used

to sum the droplet volume. This is because the area average diameter

(presented in Table 3.1) skews the average towards larger droplets.

Even though the much smaller droplets do not contribute -nificantly to
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the volume flow rate, their interaction with the nucleating bubbles and

the mixing with the liquid film is still important. Even though there

is high uncertainty in the impingement frequency calculation

(approximately 50 percent), this method provides useful insight and can

be used for comparison.

The droplet velocity is also very important to the mixing

phenomena. The higher the velocity is, the deeper the penetration into

the liquid film. This will force more superheated fluid from the

sublayer into the surrounding fluid thus improving efficiency. Also, an

impinging droplet can break nucleating bubbles over some radius about

the point of impact. The higher the momentum of the droplet is, the

larger the radius influenced by the impact. These effects will be

discussed in greater detail in Section 5.3.

The spray characteristics also govern the thickness of the liquid

film covering the surface. The thickness of the liquid film is an

important factor affecting both the efficiency and the critical heat

flux. To calculate the film thickness, it is necessary to determine

both the momentum and the mass flow rate of the fluid flowing on the

surface. The mass flow rate is not the same as the mass flow rate of

the spray because fluid is splashed from the surface by the impinging

droplets, and expelled from the surface by bursting vapor bubbles.

Also, the momentum of the film cannot be estimated from the momentum of

the spray because there is no way to estimate the viscous dissipation.

Preliminary modeling attempts to determine the liquid film

thickness indicated that approximately 99 percent of the incoming

droplet kinetic energy is dissipated in mixing with the liquid film.

The kinetic energy is proportional to the velocity squared. The

velocity of the impinging droplets is approximately 10 m/s, while the

velocity of the liquid flowing on the surface is only estimated to be 1

m/s (kinetic energy 100 times less). Therefore, since mixing is the

dominant effect, there is no reasonably accurate way to describe the

problem analytically. However, some basic conclusions can be drawn by

examining the governing equations.

If the mass flow rate and the momentum of the liquid flowing on the

surface are known, the liquid film thickness and velocity can be easily

determined. Obviously, as the momentum is increased for a given mass
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flow rate, the velocity of the film increases. Therefore, the film

thickness decreases.

Recall from Table 3.1, that as the nozzle orifice size is deueascd

for a given mass flow rate, the droplet velocity increases much more

than the droplet size decreases. Therefore, in general the average

momentum of droplets increases. From the above discussion, one would

expect the film thickness to decrease. However, there are many other

factors to take into consideration. Such as, even though smaller

droplets have higher momentum, the drag on the droplet as it enters the
film has greater effect. Also, the number of droplets impinging the

film increases. This increases the amount of mixing that occurs. The

conclusion is that it is not readily apparent how the changes in the
impinging droplet flow field relate to the momentum of the film flowing

on the surface. Therefore, it is necessary to determine more detailed

information than knowledge of the the droplet diameter and velocity

distributions provide.

First, the percentage of the impinging spray which is splashed from

the surface must be determined. To accomplish this, a simple experiment

was conducted. A diagram of the experimental apparatus is presented in

Figure 5.1.1. The purpose of the experiment is to separate the fluid
which is splashed from the surface from that which is flowing on the

surface. The diameter of the post was matched to the size of the heated

surface. The nozzle was located above the post at the same position as
in the experiments. The graduated cylinder is used to determine the

flow rate of the liquid film which is then compared to the total flow

rate exiting the nozzle.

The results of the experiment are presented in Figure 5.1.2. The

percentage of the spray which is splashed is plotted against the flow

rate exiting the nozzle. The curve given is the average of the results

for all of the nozzles. The curves for the individual nozzles did not

vary from this by more than 20 percent, so using the average provides a

reasonable approximation.
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Figure 5.1.1: Splashing measurement apparatus

Of course, the results from this experiment do not include the

fluid which is expelled by nucleation during the heat transfer

experiments. From the results presented in Chapter 2, this amount can

be significant, approximately 10 times the mass flow rate of vapor

generated through nucleation.
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Figure 5.1.2: Splashing measurement results

The next step in determining the film thickness is to determine the
momentum of the film flowing on the surface. Since analytical

techniques were not suitable because of the uncertainty in the shear

term (associated with the droplet impingement), another experiment was
conducted. The experiment is designed to analyze the hydraulic jump
phenomena associated with the impinging spray.

Hydraulic jump phenomena have been extensively investigated. A

general summary and description of the phenomena are presented in

Reference 13. References 14 and 15 refer specifically to radial
hydraulic jump which is applicable to the present case. With the

impinging spray, the hydraulic jump occurs at some radial position
greater than the radius of the spray cone. As the fluid flows radially

outward from the center, the velocity of the fluid decreases only
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slightly due to shear losses, but the radius increases. Since the mass

flow rate does not change, the film thickness must decrease to conserve

the flow area. Therefore, the Froude number:

Fr= v/ v (5.1.2)

increases. Upstream of the jump, the Froude number becomes

supercritical (F >> 1), and downstream it is subcritical (F << 1).

Across the jump, momentum is conserved, but energy is dissipated. Since

the momentum is conserved, by measuring the conditions downstream of the

jump, where the flow is quiescent and not affected by the impinging

spray, one can ascertain the the momentum of the film exiting the spray

cone. Referring to Figure 5.1.3, consider the following governing

equation assuming shear loss to be negligible across the jump:

+ (A)1  (d~v)+(P) 2  (5..3

(PA), A r I

Figure 5.1.3: Ilydi-aul ic jump control volume

(•v)l, (PAk)I = (nOv)2 + (P)2(5.3

0 f 2Pgydy ; ½plg6m : lay a - 2ra• P: •0
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However, since mI = m2 the equation can be simplified. Upon examination

of the above equations, it becomes obvious that (PA), << (PA) 2 and (•v),

> if 62 > 61. In the case of spray cooling, e1 is approximately

100 - 400 jm and 62 is on the order of 3000 to 4000 pm. Therefore, the

error associated with the simplification is about 10 percent.

Substituting in all of the appropriate relationships, equation (5.1.3)

becomes:

Vl pg22 r (5.1.4)
1 0m

The film thickness, 61, is then found through the definition of the mass

flow rate:
0

br= m (5.1.5)1 2 1rrpvv l

The above analysis indicates that a simple experiment may be

utilized to obtain a "ballpark" estimate of the liquid film thickness.

The apparatus designed to do this is presented in Figure 5.1.4. A

plexiglas plate was threaded into a large diameter brass pipe with a

knife edge machined on its rim. The depth of the fluid, 62, was then

controllable by adjusting the position of the plexiglas plate. Then,

under the desired spray conditions, the radius at which the jump occurs,

and thickness, 62, were measured. The radius was measured to within ± 2

mm using fine grid paper taped to the bottom of the plexiglas plate.

The film thickness was measured using a traversing measuring scope and a

needle pointer. The measurement scope had a resolution of 10 um, but

due to flow fluctuations, the actual uncertainty is probably closer to

200 pm.
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The measurements conducted in the experiment yield a film thickness

estimate at the edge of the jump. The film thickness at the edge of the

spray cone can also be estimated if shear loss is neglected. Since

there is no way of determining the momentum and mass flow rate of the

film in the spray cone, the estimate at the edge is assumed to apply.

However, in many cases, nonuniformity in the spray cone has demonstrated

that the film thickness can vary significantly inside the spray cone.

In cases where the spray cone is somewhat hollow, liquid is seen to

build up in the center and then periodically dissipate. Since it is

impossible to account for all of these factors, the results of this film

thickness estimation are useful only to explain the trends observed in

the experimental data.

The results of the film thickness determination are presented in

Figure 5.1.5. The flow rate given is the flow rate at the nozzle exit,

though the flow rate used in the calculation was adjusted based on the

percentage of the spray which was splashed (presented in Figure 5.1.2),

The results indicate that the film thickness does not change

significantly with the different nozzle orifices, especially at low flow

rate, except for the nozzle with the largest orifice diameter. This
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nozzle had very low momentum. In fact at the lowest flow rate, tests

were not conducted because the hydraulic jump was right on the edge of

the spray cone, and periodically, fluid would collapse onto the test

surface. With the other nozzles, since the majority of the impinging

droplet momentum is dissipated by mixing with the liquid film, not much

difference exists.
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Figure 5.1.5: Film thickness estimation results

Of course, the film thickness measurements here are obtained under

a quite different flow situation than would be encountered during the

actual experiments. This is due to the fact that nucleation phenomena

can have a significant effect. A large percentage of the flow can be

expelled from the surface due to breakage of the vapor bubbles within

the liquid layer as discussed in Chapter 2. This reduces the film mass

flow rate, therefore decreasing the film thickness. On the other hand,

the generation of vapor withfin the film displaces liquid, therefor"

thickening the film. Also, the shear losses would increase due to

increased mixing and fluid changing path to flow around nucleating
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bubbles. T-is would also have the effect of increasing the thickness of

the liquid film. Therefore, it is not apparent exactly how the

thickness changes with the addition of the heat transfer situation.

However, the estimates presented here are still thought to provide a
reasonable approximation. Also, the trends in the film thickness would

probably not change significantly. Therefore, the results are very

useful as an analysis tool.

The last important factor to be discussed concerns how the spray

characteristics interact with the liquid film. It has already been

mentioned that the impingement enhances mixing as shown in Figure 4.3.3.
Another factor which may be important concerns secondary nucleation. It

has been reported, that when droplets impinge the liquid film, in thin

film boiling systems, vapor is entrained into the liquid film [16,17].

Observations indicate that vapor is pushed into the film and can serve
as a nucleus for a new bubble. In spray cooling, since the impingement

frequency is so high, this secondary nucleation could play a major

contributing role. The most important influence concerns how the spray
affects the nucleating bubbles. These effects are discussed in Section

5.3 after the nucleation phenomena are explained.

5.2: EFFECTS OF SURFACE CONDITIONS

Recall from Chapter 4 that the surface roughness can have a
profound effect on the heat transfer. Figure 4.3.9 compared the results

for smooth and rough surfaces for the same spray conditions. This

section describes how the surface conditions affect the heat transfer so
these results can be more accurately described.

First, it is necessary to determine how many active nucleation

sites result from a given surface roughness and surface tempcrature.

Active nucleation site density has been extensively studied as it

relates to pool boiling phenomena [18-22]. Brown was able to show that
the active nucleation site density was well correlated to the minimum

cavity radius by the power law:
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(N)rc a (1/rc )m (5.2.1)

where r is the minimum cavity radius which will support a nucleating

vapor bubble according to static equilibrium criterion [18]. The

constant of proportionality and the power m are empirically determined

based on the fluid and the surface roughness conditions. The minimum

cavity radius is determined for a given superheat using the

Clausius-Clapeyron equation such that the saturation pressure of the

vapor in the bubble matches the required capillary pressure based on the

cavity radius:

2oTsatrc - v(TT) (5.2.2)

Corty and Foust used this same relationship and investigated different
fluid/surface material and roughness combinations [193. They showed

that a wide range of data was well correlated by a relationship of this
type, but none of the correlations they presented were for surface

roughnesses comparable to the present research. Gaertner [20] and

Kurihara and Myers [21] investigated the size distribution of active

nucleation sites using a statistical approach with the theory of thermal

fluctuations. They found that the size distribution is well represented
by a Poisson distribution. Shoukri and Judd also used the power law

relationship but studied much smoother copper surfaces with water [22].

This research was thought to be most applicable because, curves were

presented for surface roughness conditions comparable to the present

research.

The paper by Shoukri and Judd was used to plot Figure 5.2.1 which

shows the active nucleation site density plotted against the surface

temperature for two different surface roughnesses. The curve labeled

Rough, is plotted for a 0.4-jim centerline average roughness and the
curve labeled Smooth, is for a O.1-Am surface. The surface preparation

procedures are described in the paper and closely match the procedures

used in the spray cooling tests. The figure shows that the rough

surface has significantly more active nucleation sites at any given

(36



surface temperature. There may be some difference in the actual number

of sites in the preseat experiments, due to different surface roughness

and different shape of the thermal boundary layer, but Figure 5.2.1 can

be used to analyze the experimental data. This analysis will be

presented after a description of the bubble growth rates.
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site has been activated. The higher the surface temperature, the more

heat transferred t~o the growing vapor bubble. Bubble growth rates have

been extensively studIied in conjunction pool boiling, One of the

earlier works wais presented by Forster and Ztiber who defined to separate

regions of inter-est overi the lifetime of the bubble [23]. The initial

bubble growth is controlled by inertia and the latter growth is
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controlled by diffusion. They only formulated a solution for the latter
growth region. Sernas and Hooper performed an extensive study on

initial vapor bubble growth using high speed photography techniques

[24]. However, the results are only applicable for bubble radius
greater than 150 Am. This is the problem, in analyzing bubble growth
rates for spray cooling. In pool boiling, the period of bubble growth

below 150 Am contributes very little to the overall heat transfer since

bubbles generally grow to at least 2 millimeters before departure.
Therefore, the earlier region of bubble growth is rarely investigated.

In spray cooling, because the film is so thin, and the bubble lifetime
is controlled by the impingement phenomena, the region of interest is
generally confined to bubbles less than 300 pm in size. It is very

difficult to experimentally verify bubble growth rates in this very

early region, and no literature was found. Mikic et al. do provide an
analytical solution for bubble growth from a superheated wall that

describes both inertia and diffusion controlled growth [25]. In spray
cooling, growth is mostly inertia controlled until the later stages.

Therefore, the transition region, in which both inertia and diffusion

effects are important, is relevant.
The complete development will not be presented, but the equation

governing the bubble growth is g'.en below:

R = 2/3[(t+ + 1)" (t15 W) 1 ] (5.2.3)

+ AR + A A2t 1AT•Pv 11/2
where: R 2  2 A = ['A I

B2B 2 7TstP1-j

[12 1/2 ATc/oL
B J [ ja 2 al Ja --B ' •Pv

This equation is used to plot the bubble growth rate as a function of

time for different surface temperatures in Figure 5.2.2.
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Figure 5.2.2: Vapor bubble-growth rates

From Figures 5.2.1 and 5.2.2 it is easy to see why nucleation

begins to have such a profound effect on the heat transfer as the

surface temperature is increased. Both the number of nucleations sites

and the bubble growth rate increase rapidly with increasing temperature.

The vapor generat.ion rate is proportional to the number of nucleation

sites, and the bubble radius to the third1 power. Since the mass of

fluid expelled due to nucleation can be as high as 10 times greater than
the mass flow rate. of vaipor' generated, the liquid f ilm on the surface

can be highly disrupted by nucleation. In fact, as seen in Chapter 2,

this flijid expulsioni can result in transition to the ClIF in lower flow

rate cases. The relationship between nucleation and the C11F for the

high flow rate cases will be described in Section .5.3.
Now that some. theory conicerninig the rate of bubble growth is
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available, it must be determined how long a bubble grows. If a force

balance is conducted, similar to what is done to determine bubble

departure dynamics, it is evident that surface tension forces dominate.
If the bubble radius is always assumed to remain below 300 am, the

surface tension force is on the order of 10-5 N. The buoyancy force and

the liquid inertia force are on the order of 10-7 N. Therefore, it, is
evident that at that small size, the dynamic forces on the bubble are

not sufficient to break the bubble. If a bubble grows such that it
forms a hemisphere above the liquid film, the surface tension forces
cause fluid to drain from the liquid dome. This can cause the bubble to

break at the apex. However, the time required for this to happen is far
longer than the period of bubble growth. The conclusion is that bubbles

only break when a droplet impinges in its general vicinity. The
instability created, or the direct impact, is sufficient to rupture the

liquid film, allow the vapor to escape, and rewet the nucleation site.
This indicates that the impingement phenomena and the bubble nucleation

phenomena control the critical heat flux phenomena. Unless the

impingement frequency is high enough, there is no mechanism available to
break the bubbles. If this is the case, the vapor generated at the

surface forms a vapor barrier when the bubbles grow together and

conglomerate.

Bubbles which break at the surface may also be another source for

secondary nucleation. Mesler and Mailen [26] and Bergman and Mesler
[27] have reported that new bubble nuclei are formed when a bubble

bursts in a thin liquid film. There is no way to predict the exact

relationships, but increased nucleation sources should contribute to the

critical heat flux phenomena.

5.3: ANALYSIS

The previous two sections described phenomena relating to the

effects of the spray and surface conditions. In this section, these

results are used to describe how the individual effects relate to each

other to influence the heat transfer efficiency, and the critical heat

flux. The analysis is used to provide more detailed explanation of the
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experimental results already presented.

5.3.1: Critical lteat Flux

It was previously postulated that the critical heat flux for the

high flow rate cases occurs when the impingement frequency is no longer

sufficient to maintain the liquid film on the surface. The nucleation

site density and the bubble growth rates become so high that a vapor is

formed in a given region in the time interval between successive

impinging droplets.
Many researcheis have investigated critical heat flux in various

types of thin film boiling systems. Ueda et al. reported that the COF

occurs, in high-flow-rate falling film heat transfer, when the vapor

generation rate becomes sufficiently high that the film separates from

the surface [8]. For lower flow rates they concluded that the C1IF

resulted from fluid deficiency caused by droplet expulsion as discussed

in Chapter 2. Toda and Uchida observed similar CIIF phenomena in their

study of liquid film cooling using a plane wall jet [28]. Several

researchers have noticed the same mechanisms for CHF in jet impingement

cooling [29,30,31]. These works indicate that the CHF occurs when thvý

liquid film lacks sufficient momentum towards the surface to overcome

the vapor trying to escape the surface. Thus, it is deflected from the

surface and a vapor barrier is formed.

In Chapter 4 it was shown that, in general the critical heat flux

increases with increasing impingement frequency. Hiowever, Figure 4.3.5

still showed significant scatter. The scatter can be explained when

more detailed information is examined as it relates to the postulated

mechanism for transition to critical heat flux. It has been mentir d

several times that the critical heat flux is related to the relationship

between the impinging spray and the nucleation phenomena. 'While vapor

generated at. the surface tends to cause the formation of a vapor

barrier, the droplet impiugement tends to destroy nucleating bubbles,

expel the vapor, and rewet the nucleation sites. In Section 5.1, it was

shown that as the flow rate is increased, the impingement frequency also

increases. In Section 5.2, it was shown that as the surface temperature

increases:'5, the amrrount of vapor generated at the surface also increases.

Si.;ce tile spray clhar acteiristics do not change as the surface temperature
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is increased, one would expect the vapor generation effects to overcome

the impingement effects at some point. The key is determine what that

point is.
It has been stated that droplets impinging the liquid film have

sufficient momentum to rewet nucleation sites and expel the vapor from a

certain region surrounding the point of impact. Assume this region has

a diameter of some factor, f, times the droplet diameter before impact.

This factor, P, would be influenced by the droplet momentum and the film

thickness. The higher the momentum, the larger the range of influence.

The thicker the film, the smaller the range of influence. The exact
relationships or values for the parameter, P1, cannot be determined hut

above statements rcasonably describe the trends. Assuming fi is kn-wn,

the average time it takes the impinging droplets to rewet all the

nucleation sites (average bubble lifetime) could be -.alculatced:

A

tave - ( 2
ii(dj3)

0

This assumes that the impingement frequency, n, is uniformly

distributed. The surface area, A, divided by the area influenced by a

given impact, gives the average number of droplets which must impinge

the surface to reinitialize all the nucleation sites. Then dividing by

the impingement frequency gives the average bubble lifetime. The above

equation indicates that the higher the impingement frequency, the

shorter the average life time of the bubbles growing on the surface.

The same is true for the (fid) product.

Now, if the average bubble lifetime is known, Figures 5.2.1 and
5.2.2 can be used to determine the vapor generation rate at a given

surface temperature. At the desired surface temperature Figure 5.2.1 is

used to dete'rmine the number of active nucleation sites per unlit areka,

N. Figure 5.2.2 is used to determine the average radius to which

bubbles grow before being destroyed by an impinging dropl(t. Then the

vapor generation rate at the surface is given by:

0 4 tr . (r ave)3
ave(5 .' ')II v - rNA spv t7' 5 "A°.

ave
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This relationship does not account for the two sources of secondary

nucleation previously mentioned. Therefore, the vapor generation rate

is likely underpredicted. The heat removed through nucleation can be

estimated by multiplying the latent heat of vaporization, A, by the mass

flow rate of vapor generated.

Figure 5.3.1 shows an estimation for the heat flux removed by

nucleation for a range of impingement frequency, for an average droplet

diameter of 125 gm, and f# equal to 8. The figure shows that as the

impingement frequency is increased, the heat removed by nucleation at

the surface is decreased. Similarly, Figure 5.3.2 shows that at

constant impingement frequency, increasing fi also reduces the heat

removed by nucleation.
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From Figures 5.3.1 and 5.3.2, it is apparent that it is possible

for the effects of increasing impingement frequency to be offset by

decreasing #-. For any given nozzle, as the mass flow rate is increased,

the impingement frequency, the liquid film thickness, and the average

droplet velocity all increase. Therefore, it is not immediately clear

how the heat flux removed by nucleation will be affected. The smaller

the orifice diameter, tihe larger the increase in droplet velocity with

increasing flow rate. This indicates that #? should decrease less for

smaller orifice nozzles. Again it should be mentioned that these plo)ts

do not include the effects of secondary nucleation, which could be

significant.

With the above analysis, the trends in the experimental data

presented iT1 Chapte'r 4 C111 I)(' explained. All the data used to• perfo~rm
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the following analysis are presented in Table C.1 in Appendix C.

Several conclusions can be drawn which are well supported by the data.

Since the bubble growth rate and the number of active nucleation sites

are functions of the surface temperature, it makes more sense to compare

the surface temperature at CIHF rather than the COIF itself. For example,

for two different cases, if the impingement frequency is the same, and

the liquid film thickness and average droplet momentum are comparable,

one would expect the CIHF to occur at the same surface temperature. This

is indeed the case with nozzles TG.3 and TG.4 both operating at 60

percent of the maximum flow rate. The film thickness and impingement

frequency are approximately 135 4m and 4.4 x 106 s- , respectively (see

Table C.1). The CHF is shown to occur at 130 OC in both cases.

Comparing TG.3 at 90 percent flow with TG.5 at 100 percent flow shows

the same result. The film thickness and impingement frequency for these

case are approximately 240 um and 7.2 x 106 s-l

If the impingement frequency is the same for two different nozzles,

the case with higher 0 will have a higher surface temperature at CIIF.

For example, nozzle TG.3 arid TG.4 have approximately the same

impingement frequency at 70 percent flow. However, the film thickness

is seen to be greater, and the droplet velocity is lower for nozzle

TG.4. Therefore, # should be lower for nozzle TG.4, indicating CIIF

should occur at a lower temperature. This is true as the CIIF occurred

at 130 OC for TG.4 and 1350C for TG.3. The same trend is demonstrated

by comparing nozzles 'IT.5 at 80 percent, and TG.6 at 90 percent.

Similarly, if the film thickness is nearly the same, the nozzle with the

higher impingement frequency and droplet momentum will have a higher

surface temperature at ('11F. This is shown by comparing nozzle TG.5 at

80 percent with Nozzle TG.6 at 90 percent and nozzle TG.3 at 100 percent

with TG.4 at 90 percent. For both of these cases, the Cl/F is delayed to

a higher temperature for the nozzle with the highest impingement

frequency and droplet momentum.

E•ven though the above trends are predicted by the modeling and

represented in the data. there are many cases that are contradictory to

the trends . Again , it appears that the uniformity of the spray cone

plays a predominant role in these cases. Recall that if the spray cone

is hollow in the center, this increases the film thickness and decreases
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the impingement frequency. Both of these effects cause CIIF to occur at

a lower temperature. An example of the dependence on spray cone
uniformity is shown by comparing nozzles TG.4 and TG.5 at 80 percent

flow. The film thickness was estimated to be approximately 193 Um for

both cases. However, the impingement frequency and the average droplet
momentum are both higher for nozzle TG.4. Therefore, one would expect

that the CIIF would occur at a higher temperature for nozzle TG.4, but

the opposite is true. Experimental observations indicated that the
spray cone for nozzle TG.4 was hollow in the center while TG.5 had the

most uniform spray cone of all the nozzles. It was observed that at

about 132 0C, the center of the surface dried out. Then there was a
very small area in the center which was above the Leidenfrost point and

was nonwetting. The rest of the surface was still in the wetting range
because the spray characteristics were good. This caused the average

surface temperature to jump to 136 OC. From this point, just a small

increase in surface temperature caused the entire surface to transition.

Reanalyzing Figure 4.3.9 may provide additional insight since the
spray characteristics do not change. The differences in the heat

transfer results are attributable only to nucleation and bubble growth

phenomena. Recall that the CHF occurred for the rough surface at a

surface temperature of 21 0 C while the smooth surface did not jump until
38 0 C under the exact same spray conditions. Since the spray conditions

are the same, one would expect the CHF to occur when nearly the same

amount of vapor is being generated at the surface by nucleation.

Calculations using nucleation and growth models presented indicate that,

at the CIIF, the rough surface nucleation heat flux is about 90 W/cm2

2The smooth surface heat flux is about 130 W/cm . Figure 5.2.1 indicated

that at the CIiF there were approximately 456 nucleation sites on the
rough surface and only 235 on the smooth surface. So even though the

heat flux by nucleation was lower, the vapor generation was much more

evenly distributed over the surface area. The bubbles on the rough

surface grow at a much slower rate and consequently only reach an

average radius of 90 pim. On the smooth surface the bubbles reach aI

average radius of 125 Am. Its possible that the CHF occurs when buhb1cs

adjacent to each other begin to conglomerate to form a vapor barrier.
If this is true, then the projected area of the vapor bubbles may
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provide a better comparison. Indeed, the smooth and rough surfaces both
indicate that the projected area of the vapor bubbles covering the

surface is 0.11 cm2 under the above assumptions. Since the surface is 1
cm2 in diameter, this does not seem like enough vapor to blanket the

surface. However, this estimate does not include secondary nucleation
as mentioned previously. If many more bubble nuclei are formed by

droplet impingement and bursting vapor bubbles, the amount of nucleation
may be significantly higher. It has been reported that as many as five

bubble nuclei can form from one impinging droplet [17]. During the

average bubble lifetime, even if only one nucleus is formed from each
impinging droplet, this could provide about 150 additional bubbles. It
has also been reported that as many nuclei are formed when a vapor

bubble bursts in a thin film [27]. This indicates that the number of

sites may again be doubled by this mechanism.

Considering all of the mechanisms for nucleation it is easy to see

why transition to CHF occurs so rapidly. As the temperature goes up,
the number of active sites increases rapidly. Since these sites can

potentially create new sites by the secondary bursting mechanism, the

amount of vapor generated at the surface increases drastically. Also,
if two smaller bubbles growing next to each other combine, the new
bubble radius is larger. This indicates that the saturation pressure

associated with the new bubble would instantly drop. This may cause a
very rapid increase in growth rate because the fluid in contact with the

bubbles interface, which was superheated to the level dictated by the

smaller radius, is suddenly exposed to a lower saturation temperature at
the interface. Therefore, as soon as adjacent bubbles begin to touch,

the growth rate increases rapidly and a vapor barrier is formed.

5.3.2 Heat Transfer Efficiency

The previous section described how the spray characteristics and

surface conditions interacted in relation to critical heat flux

phenomena. However, only the trends in the surface temperature at the
CUF were descriied. To determine the heat flux at a given temperature,

the heat transfer coefficient must be determined. This section

describes the relationships between the heat transfer coefficient and

the spray and surface condit ions.
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Figure 5.3.3 shows the heat transfer coefficient plotted against

the flow rate for all of the closed-system, single-component tests with

the smooth surface (data given in Appendix C). At first glance there

does not appear to be any trend. However, the graph corresponds very

well to the observed characteristics of the spray cone. For example,

nozzle TG.3 showed the most variation in spray cone shape as the flow

rate was increased. At low flow rate the spray cone was fairly narrow

(did not cuver the entire surface). As the flow rate was increased, the

spray cone angle also increased, providing a more uniform distribution

of higher momentum droplets. Consequently, as seen in the graph, the

heat transfer coefficient improved rapidly. Then, as the flow rate

continued to increase, the spray cone began to hollow out in the center.

This reduced the rate at which the heat transfer coefficient improved.

Nozzles TG.4 and TG.6 both had very similar spray cone shape. They were

both fairly narrow, and hollow in the center. The shape did not change

much with increases in the flow rate. Both of the curves for these

nozzles exhibit the same slope. The curve for nozzle TG.4 though has

much higher values because the impingement frequency is higher, the

droplets have higher momentum, and the film thickness is lower. Nozzle

TG.7 shows the lowest improvement in heat transfer coefficient with

increasing flow rate. Recall, as described in Chapter 4, the momentum

of the droplets barely increases. Therefore, as the impingement

frequency and the film thickness go up (with increasing mass flow rate),

the effects offset each other resulting in only slight improvement.

Nozzle TG.5 had the most uniform spray cone, and the spray angle was

well matched to the surface size. The shape hardly changed as the flow

rate was increased. The graph shows that the curve for this nozzle had

the highest slope.
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The slope of the graphs of heat transfer coefficient versus fiow

rate can be explained by examining how the important parameters change
with increasing fl~ow rate. The heat transfer coefficient should be

di rectly iproport, jinal t~o thle imp ingem'nt, frequency and the droplet

momentum since the heat transfer is dominated b~y mixing. It should be
inversely proportijonal to: the film thickness for t~he same reason.

Therefore, the highest i rrprovement in heat trans fer coefficient should

occur in cases where the increases in impingement frequency and droplet,

momentum outweigh the increases in the l iquid film thickness. Using

Table C. 1 in the Appendix, the relative increases in the important

parameters can he calculat~ed to indicate the expected1 trends in the
improvement of the heat transfer coeff i (ient with increasing flow rate.
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For example, if:
h d3 v•

h a d -A(5.3.3)

one can estimate the improvement in heat transfer coefficient since all

the parameters on the RHS are given in Table C.1 as functions of the

nozzle and flow rate. When this is done, the treads in percentage

improvement are exactly predicted even though the actual percentage

improvement is not predicted. This is probably because the exact

relationships between the above parameters are very complex and cannot

be well defined. For example, even if two droplets have the same

momentum, if one droplet is smaller than the other it will be

decelerated more rapidly upon entering the film. Therefore, it may not

be as effective at forcing fluid out from the superheated sublayer as

the larger droplet. Also, other parameters may be important which are

not included, such as the liquid film velocity. The spray cone shape

and uniformity are also not taken into account. As mentioned earlier,

in the description of Figure 5.3.3, the shape and uniformity of the

spray cone may have the greatest influence.

All of the above discussion on heat transfer efficiency was under

the assumption that the nucleation conditions on the surface did not

change. The discussion of the trends concerned only how the mixing

would be affected by changes in the spray characteristics. Since the

efficiency is also dependent on the percentage of heat removed by

nucleation, these effects should also be investigated. Since heat

transfer to a nucleating bubble is very efficient, it is expected that

the more nucleation occurring, the high the heat transfer coefficient.

This is becaus.- of the veiy efficient microlayer heat transfer

associated with nucleation.

In pool boiling, the surface roughness has been shown to play a

significant role in the heat transfer efficiency. In general, the
rougher the surface, the higher the heat transfer coefficient [18-221.

Recall that in Figure 4.3.9, when the rough surface heat transfer case

is compared to the smooth surface case, the sau! is shown to be true.
At low surface temperature, when there are very few active sites for
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both cases, the efficiency is the same. As the surface temperature
increases, the number of nucleation sites on the rough surface increases

at a higher rate resulting in improving heat transfer coefficient.
The analysis presented in this section has effectively described

the physical phenomena and explained the observed trends in the
experimental results. This analysis also enables explanation of the

wide variation in the results of previous researchers mentioned in
Chapter 1. Comparison of the present research with that of previous
researchers is presented in Chapter 7. Even though a much greater

understanding has been achieved, there are still many important
parameters whose effects are not well defined. There is also
significant uncertainty associated with many of the approximations made
in the analysis. Recommendations for future research that will further
improve understanding are given in Chapter 8.
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CHAPTER 6: DROPWISE EVAPORATION

In spray cooling, when the impinging spray is very light, the

surface is not completely covered with fluid. As the small drops
impinge, they flatten out and form very thin disk-shaped wet patches

which undergo evaporation from the upper liquid/vapor interface. Very

little nucleation is observed to occur in these cases.

This chapter describes theoretical and experimental investigation

into this type of low surface saturation spray cooling, beginning with a

brief introduction. A two-dimensional transient conduction model is

presented which calculates the temperature profiles in the surface

beneath the evaporating droplet. This model is extended to predict the

surface temperature which will result from a given heat flux, percent of

wet surface area, and average impinging droplet diameter. The model

shows good agreement with experimental results.

6.1: INTRODUCTION:

In certain applications of spray cooling, it is desirable to

vaporize all of the fluid which is sprayed onto the surface. This is

true in cases where excess fluid removal is difficult due to large

surface areas or other factors. In these cases it is necessary to

provide the proper spray characteristics or droplet conglomeration will

occur, the heat flux will drop, and the surface will become flooded. It

is also desirable to determine the conditions which provide the most

efficient heat transfer for a given heat flux.

It is hypothesized that several factors significantly affect the

heat transfer efficiency. For example, it is obviously better to have

several small droplets evenly spread over the surface than one large

droplet in the center. This is true for several reasons. First, the

the smaller droplets will form thinner disks on the surface thus
minimizing the temperature drop required to conducted the heat through

the droplet to the upper liquid/vapor interface where evaporation

occurs. Also, at the perimeter of the droplets, where the liquid/vapor

interface contacts the solid surface, the heat transfer is very
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efficient. When several small droplets exist, as opposed to one large

droplet of the same combined fluid volume, the perimeter-to-volume ratio
is much higher. Also, in the larger droplets, if the conduction drop

through the droplet is very high, nucleation will occur in the droplet.
Nucleation can result in fluid being ejected from the surface due to the

rapid vapor expansion in the nucleating bubble. This would result in

reduced liquid supply which in turn would lower the heat flux. Another

factor which indicates that the smaller droplets would provide more

efficient heat transfer results from the conduction in the solid surface

itself. If the heat is conducted to several small patches evenly

distributed on the surface, instead of one large patch, the temperature
gradients in the solid surface are reduced.

This discussion indicates that modeling of the heat transfer in the

solid surface and the droplet can aid in determining the best method to

efficiently cool a surface using low surface saturation spray cooling.

In this type of spray cooling, which is characterized by dropwise

evaporation, predictions of the average surface temperature can be made.

In order to accomplish this, it is necessary to define the liquid

distribution on the surface. The distribution of liquid on the surface
is affected by the average droplet size and velocity, the volume flux

and the heat flux. The droplet size and velocity dictate the size of

the wet patches which will be formed when a droplet hits the surface and

spreads out. For this analysis, the volume flux is matched to the heat

flux such that all the liquid is vaporized. This analysis is also
restricted to low values of surface saturation, so that droplet

conglomeration does not occur.

The following sections describe experimental and analytical

investigations into this type of spray cooling.

6.2: EXPERIMENTAL INVESTIGATIONS:

Experiments were conducted with low values of surface saturation to

determine the limits on this type of heat transfer. However, the

experimental apparatus was designed for the high flux tests as

previously described in Chapter 3. The main problem with usirig the
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present apparatus for the low flux tests resulted from the design of the

integral thermocouples. Because an extremely thin constantan film is

required to minimize the temperature of the heater block for the high

flux tests, the temperature drop across the film is too low to provide

accurate measurements when the heat flux is low. Uncertainty analysis

indicates that at a heat flux of 1000 W/cm 2, the error is only about 5.3

percent. However, at a heat flux of 100 W/cm2 the uncertainty is 37

percent (See Appendix A). Therefore, it is difficult to compare the

experimental results to the analytical modeling.

With an apparatus more suitably designed for low flux testing (Much

thicker constantan film), the methods described would provide excellent

results. Because of the high experimental uncertainty, only a few cases

were run and compared to the model predictions. However, Bonacina et

al. have conducted many experiments which are suitable for comparison

[3]. These experiments compare vary favorably with the model

predictions as discussed later.

To compare the experiments to the model predictions, it is

necessary to measure several parameters. These are, the average droplet

size and velocity, the percent of wet surface area, the heat flux to the

surface, and the average surface temperature.

The average droplet diameter and velocity are used to calculate the

Weber Number as:
2

We = (6.2.1)

After Kurabayshi et al., the Weber number is used to determine /, the

droplet spreading ratio (spot diameter to drop diameter ratio) [32].

Then for these experiments, the average droplet diameter and

velocity were measured using the digital video and image analysis

systems as described in Chapter 3, Section 3.2.

The percent of wet surface area was also measured using the digital

video and image analysis system. To do this, a thin sheet of light from

an argon ion laser was used to illuminate the surface. The sheet light

was directed at the surface at a very low angle of incidence. This

allows the light to enter the wet patches but not escape. Thus, the wet
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patches appear darker than the dry portions of the surface. In order to

achieve better measurements, the surface was polished to a mirror

finish.

For filming, the exposure time was set to a small fraction of the

estimated droplet residence time. The surface was heated up from a

flooded condition until a steady state was reached in which the surface

was less than 30 percent wet. The heat flux and surface temperature

were then recorded. After filming the surface under these conditions,

the percent of wet surface area was calculated using the image analysis

system. First, the pixel attributes function was used to determine the

average intensity of the wet patches. Then a box was drawn around a

desired portion of the surface, and a pixel intensity histogram is

plotted. The ratio of the number of pixels with intensity equal to or

below the average determined value to the number of those above, is

equal to the percent of wet surface area. The accuracy of the technique

is probably no better than 30 percent because of the uncertainty

associated with the choice of the cutoff pixel intensity.

The results of these experiments are presented with those of

Bonacina et al. and compared to the predictions of the analytical model

in Section 6.5.

6.3: AN:LYTICAL MODELING

The experimental results indicate that the heat transfer efficiency

varies greatly with changes in the surface saturation and the average

impinging droplet diameter. In order to predict the most desirable heat
transfer coniditions, and the maximum heat flux for a given set of spray

conditions, it is desirable to model the heat transfer. This section

describes the model developed to predict the surface temperature

resulting f-rom a given set of spray conditions and heat flux. This

model is then compared to the experimental results with good agreement

in the following section.

The model is based on the solution of the transient conduction

prob•e•.e frou a h•et (,atcd solid surface, to an evaporating droplet. The

f in i te. i i f fer*n((- equat ionis are sol ved us ing the Al ternat iig I) irect. i(
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Implicit solution scheme (ADI). The model is based on a problem

definition similar to that presented by Rizza [33]. However, his

results are not presented in a fashion which is easy to use. His model

also required the assumption that the thermal capacity of the surface

was negligible (which cannot be assumed in many cases). lie, therefore,

solved the steady-state problem at each time step based on the time

dependant droplet geometry. lie also neglects the heat transfer

resistance within the droplet, which in many cases is the dominant

resistance in the system. The model presented here is more accurate and

requires fewer simplifying assumptions.

6.3.1: Model Assumptions

The model is based on the following simplifying assumptions:

1. The surface temperature resulting from a multiple droplet

spray can be approximated by the temperature of a unit cell.

The unit cell is defined by the percent of wet surface area,

the average impinging droplet diameter, and the spreading

ratio. This assumption introduces some error because the

actual droplet diameters vary over a fairly wide range. Also,

they are randomly, not uniformly distributed on the surface.

These effects should result in underprediction of the actual

surface temperature.

2. Vaporization occurs at the upper liquid/vapor interface, and

nucleation within the wet patches is neglected. This

assumption indicates that the surface temperature under the

droplet is greater than the saturation temperature (surface

superheat). This model uses a time and shape averaged

resistance to determine this superheat.

3. The initial diameter of the impacted droplet is determined by

multiplying the average impinging diameter by a constant

spreading ratio. The spreading ratio is a function of the

impacting droplet Weber number, and the wetting

characteristics of the surface/fluid combination [321.
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41. The surface saturation is low enough such that droplet

conglomerat ion does not occur. This assumption also requires

that no excess fluid is sprayed onto the surface.

6.3.2: •odel Aimroach

The approach to the solution of the model is as follows:

1. First the heat flux, q, average impinging droplet diameter, d,

and surface saturation, e, are chosen.

2. Next, the initial radius of the wet spot on the surface,

rd(O), and the radius of one unit cell, K, are calculated

based on the selected droplet diameter, surface saturation,

and spreading ratio, 0i:

rd(O) z /d/2 (6.3.1)

R dLI
f = 8 (6.3.2)

3. Since the model (as presented later) is nondimensionalized,

the nondimensional parameters to be input must be calculated.

These are: the Fourier number, Fo, the dimensionless droplet

diameter, 6, the dimensionless heat flux, Y', and the ratio of

the unit cell radius to the plate thickness, R/1:

Fo sat res (6.33It 2

Wihere the resiidence time is:

(d 3/6)(P1 A) (6.3.4)
res qR2
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S= d/R (6.3.5)

q I

k sT (6.3.6)

where the plate thickness, 1, is assumed to be related to the

penetration depth:

1 = 3 fstres (6.3.7)

This assumption indicates that the unit cell radius is related

to the plate thickness by:

k/I = 1/3 '-o (6.3.8)

4. The transient conduction problem for the heat conducted

through the solid to the evaporating drop is solved using the

governing equations and solution scheme which follow. An

average dimensionless surface temperature is predicted which

is used with the superheat calculation to predict the average

surface temperature.

6.3.3: Governing Equations
The governing equations and the boundary conditions as they apply

to the problem depicted in Figure 6.3.1 are presented here. Figure
6.3.1 is representative of one unit cell of the surface containing one

evaporating droplet (not shown). The conduction problem is only solved

in the solid. This is due to the complex nature of the heat transfer

within the droplet.
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Figure 6.3.1: Model geometry

To account for the surface superheat resulting from conduction

through the droplet, a time and shape averaged resistance is used to

approximate the stirface superheat. After Bonacina et al. [3], the

resistance is:

R 4/9 (6.3.9)Rh i rdfl 2 k

To determine the superheat, this value is simply multiplied by the heat

removed by evaporation of the droplet:

Qd = qR• 
(6.3.20)

For ease of calculation, the temperature beneath the evaporating

droplet (0 < r _< r((t), x 1 1) is assumed to remain at the saturation

value. Then, the ti,,c and area averaged surface temperature is

calculated based on the surface temperature profiles predicted from the

conduction within the solid. The superheat is then added to this value
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to determine the total theoretical average surface temperature. This

approach is thought to be acceptable as the model provides accurate

predictions of the experimental results as shown later.

The two-dimensional transient conduction equation in cylindrical

coordinates is:

d21 181T 821 1 A
T + + r -Fr (6.3 11)

The boundary conditions are:

1. 0 0, at r = 0

OT
2. - 0, at r =1R

Sr

3. - OT

xxsat ,atx

4a. T = T sat' at x = ,r < rd(t)

4b. - 0, at x , r > r

The droplet radius is determined as a function of time by

integrating the heat flux at the surface under the droplet and equating

it to the evaporation rate.

am f rdr

5. -A 2r -k xx dr

The evaporation rate is then used to determine the decrease in

droplet volume. The new radius is determined by assuming that the

aspect ratio of the droplet remains constant as the volume decreases.
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The governing equation and boundary co(ditions are then

nondimensionalized using:

:/ r/R, I = x/ I, r ý t/t res, and 0 9 (T t )sat) sat' V V/R3

The resulting dimensionless equation and boundary conditions are

giv-n by:

d'-'0 10do f(2d2 0 1 O
+ A (6.3.12)

- , at r71 0

2. do 0, at I 1

30
3. - , at A 0

4a. 0 = 0, at A = 1, 1 < rd(r)

004b. L- 0, at A = 1, / >

Od 0 007 (w/3)•) 3
0 J •=1A

6.3.4: Solut, ion Scheme

The governing equations are solved using the Alternating Direction

Implicit solution scheme. The equations are first written in finite

difference form using second order accurate central differencing. The

finite difference terms at the boundaries are approximated using second

order one-sided differences. The equations are written for the first

half-time step in the A-direction (All terms in A-direction written as

unknowns). These equations result in a tridiagonal matrix which is

solved using the Thomas Algorithm [34] . These new temperatures are then

used in the equations written in the q-direction for the second-half

9 1.\



time step resulting in another tridiagonal matrix. This matrix is then

solved to give the new temperature distribution. The heat flux at the

surface is then integrated to decremeitt the droplet radius. The

temperatures are then updated and the solution continues. When the drop

completely evaporates, a new drop is added and the problem is solved

again using the temperature profile at the end of the previous droplet

as the initial temperature profile for the new droplet. This continues

until the temperature profiles no longer change from one droplet to the

next. At this point the surface temperature is integrated over the

total area and the lifetime of the droplet and added to the calculated

superheat to provide the average surface temperature estimate.

6.3.5: Model Results

The model results were compared to those generated by the ,.SYS

finite element package for a simplified case. Since it is very

difficult to run the problem with time-dependent boundary conditions on

ANSYS, it was assumed that the droplet size did not change for the

comparison case. It was assumed that the entire heated surface was

initially at 100 0C at the onset of heating. The case was run for a

plate 1 mm thick and 1 mm in radius with a 0.5 mm radius drop resting on

top. For both the ANSYS package and the model, an 11 by 11 grid was

assumed. The heat flux to the bottom of the plate was assumed to be
21000 W/cm . The ANSYS results are compared to the model results in

Figure 6.3.2 for a time of 0.01 second after the onset of heating. As

seen, the maximum variation in the results was less than 2 oC. Both

models showed this agreement at all time steps through steady state.
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Before running the cases for comparison with the experiment, a grid
study was performed to determine the optimal grid size. Grids of 10 x

10 to 40 x 40 showed little variation in the predicted average surface

temperature when the Fourier number was low. HIowever, for high Fourier

numbers, the solution became unstable for the course grids. Contour
plots are presented in Figure 6.3.3 for a 15 x 15 grid, and a 30 x 30

grid at the end of 20 time steps to show that the results do riot, chanse.

For this case, Fo = 1, ( 0.1, and 0 = 0.02. Even though grids as
couurse as 10() x 10, Iprtuvided the samoe result's in most cases, all the

cases compared to the experiments were run with a 30 x 30 grid to ensure

the accuracy of the results, especially for the high Fourier number

ciases.
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30 x 30

15 x 15

Figure 6.3.3: Grid size comparison

Figure 6.3.4 is plotted to show the dimensionless surface

temperature as a function of dimensionless heat flux, for different

Fourier numbers and dimensionless droplet diameters. These curves

illustrate the extreme importance of the spray characteristics and the

liquid distribution on the surface. The results clearly indicate that

any changes in surface saturation or droplet diameter have extreme

effects on the resulting surface superheat for any given heat flux. It

should also be mentioned that the predictions are made under ideal

conditions. Any nonuniformity in the liquid distribution on the surface

could result in a higher average surface temperature. The same holds

true for any variation in droplet diameter.
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Figure 6.3.4: D)imensionless surface temperature vs. heat flux

These curves can be used to predict the surface temperature for any

surface/fluid combination by the following approach.

1. Calculate the Fourier number using equations 6.3.3 and 6.3.4.

2. Calculate the dimensionless droplet diameter using equation
6.3.5.

3. Calculate the dimensionless heat flux using equation 6.3.6

4. Read the value for 0 from Figure 6.3.4.
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5. Calculate the resistance within the droplet from equatio:n

6.3.9 and the heat transferred to the droplet from equation

6.3.10.

6. The average surface temperature is then given by:

Tsurf = Tsat(O + 1) + R1Q (6.3.14)

For most cases with very high surface thermal conductivity and very

low liquid conductivity, the first term in equation 6.3.14 is small

compared to the second. Conversely for high thermal conductivity

liquids on low thermal conductivity surfaces the second term is sma]l

compared to the first.

The main value of the analytical predictions is that they

demonstrate the extreme importance of choosing the proper spray

characteristics. Spray characteristics should be chosen to provide the

smallest possible droplets and the highest possible surface saturation.

Tihe liquid should also be distributed as uniformly as possible. The

surface saturation must be low enough to avoid droplet conglomeration,

and the droplets must be large enough to avoid entrainment in the

escaping vapor.

6.4: COMPARISON WITH EXPERIMENTAL RESULTS:

The analytical model predictions are compared to the experimental

results presented by Bonacina et al. [3], and to the present

experiments. These results are thought to be most applicable because no

excess liquid was present -ad the average surface saturation values were

low. The general trends predicted by the model are supported by the

experimental data. Table 6.1 shows a comparison of the model and the

experimental results. Runs 1 - 8 are the results of Bonacina et al. and

runs 9 - 12 are experiments described earlier in Section . The value

of ATexp was taken from the experimental data. The ATthr is predicted

by the analytical model. The difference is given in the final column.
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Table 6.1: Comparison with experimental data

Run q f d (rATp ATthr "I Diff

W1/c,,2 lim K K

1 49.7 0.045 65 18.0 16.1 10.6
2 64.8 0.188 56 4.5 4.0 9.1
3 109.9 0.195 83 11.9 9.8 17.6
It 142.0 0.054 73 39.4 42.7 8.4
5 215.3 0.196 90 23.9 20.8 13.0
6 141.9 0.049 73 55.4 47.1 15.0
7 168.5 0.081 80 42.8 36.6 14.5
8 209.1 0.128 90 37.7 31.7 15.9
9 60 0.25 124 4.0 5.7 42.5

10 80 0.30 124 5.0 (3.3 26.0
11 60 0.30 132 3.0 5.0 66.7
12 140 0.25 132 10.0 14.1 41.07%

The agreement between the model predictions and the experimental

data is excellent for the data of Ilonacina et al. In general, the

surface temperature is underpredicted. This is most likely due to the
variation in actual diameters of the individual droplets and

nonuniformity in the liquid distribution on the surface.

The comparison between the data from the experiments conducted here

is also reasonable. The high surface saturation in these cases results

in a very low surface temperature. Therefore, even though the

predictions are off by only a few degrees, the percent difference is
high. The uncertainty in the experimental data is at least as high as

the difference in the model predictions. The complete uncertainty

analysis is given in Appendix A.
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CHAPTER 7: COMPARISON WITH PREVIOUS RESEARCH

In this chapter, the work of other researchers is compared to tlh

present research. Recall fromi the introduction that wi le .ariat i(n in

the heat transfer results is zeen depending on the differences )n the

spray characteristics. With the knowledge gained from the presentt.

research, these Works will be rea~dressed to explain the rteasois f,,r the

differences.

Very little work has been done in spray cooling w ithi waater in the

low surface temperature region of interest. More work is available on

spray cooling surfaces at temperatures beyond the Leideunfrost point, but

this work is not relevant to the present research.

One of the earliest works in spray cooling was done by Toda [1

In this paper, no prior works in spray cooling are referencod. As

mentioned, Toda consistently showed that critical heat flux(.,s in the 2010
2to 250 W/cm range occurred at surface superheats between 30 and 60 J,

Toda stated that at the time of his research there was no accurate way

of measuring the droplet velocity. Consequently he used an approximate

analytical technique to provide an estimate. According to his

estimates, droplet velocities ranged between 50 and 100 m/s. Average

droplet diameters were estimated to be between 100 and 200 um. In this

range of droplet diameter and velocity, the Weber number is very high,

indicating that droplet disintegration and splashing would definitely be

a very important factor. In the present research, with much lower We(ber

number droplets, up to 10 percent of the fluid was splashed from the

surface. Most likely, a much higher percentage was splashedl in Toda's

research. This may be one of the reasons that a deficiency in liquid

supply occurred at a much lower heat flux than with the present

research. Also, in most cases, the volume flux of coolant was lower

than with the current research.

Based on the findings of the current research, it is believed that

the CHF occurred due to a liquid deficiency as described in Chapter 2.

The much lower values of CHF are caused by increased splashing and fluid

expelled by nucleation. In fact, Toda observed that nucleation was

responsible for the destruction of the liquid film. Even though he

observed this, he made no conclusions concerning the mechanisms causing
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CflF. lie d i (I not ment ion the surface roughness cond it i ons or conduct any

study in which the surface conditions were varied.
Toda did attempt t,, reproduce the heat flux versus supterheat curve

through analytical modeling. lie defined the problem as one of straight
conduction in the liquid film, neglecting the influence of impinging
droplets and nu.leatiun. To estimate the liquid film thickness, single

droplet impingement studies w'ere conducted with low ve+lcity droplets
produced with a syringe. A correlation was developed from this study

and then assumed to apply to the multiple droplet spray. However, this

correlation tiiay be a source of significant error as very thin films are
predicted. The present research indicates that the film is much thicker

and that straight conductiion cannot be responsible for the heat transfer
efficiency observed. The present research also suggests that nucleation
plays an important role in governing the efficiency. For these reasons.
the model of Toda was probably very inaccurate. In fact, after
developing the theory, Toda applied empirical constants to match the
experimental data. lie provided no theoretical basis or explanation of
the constants. The reason the definition of the problem as a conduction
problem can be used to app-oximate the data can be seen in Figure 7.1.1.
An effective thermal conductivity can be defined as the heat transfer

coefficient times the liquid film thickness using Figures 5.1.5 and
5.3.3. As seen, the result is very linear. Using the thermal

conductivity of the fluid, and then defining an effective film thickness

could still match the experimental data. However, it does not
reasonably approximate the physical situation.
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Figure 7.1.1: Effective thermal conductivity

The most comprehensive work in low flow rate spray cooling was

conducted by Bonacina et al. in their study of dropwise evaporation [3].
This work has already been discussed in conjunction with modeling
presented in Chapter 6. Bonacina was unable to demonstrate heat fluxes

very much higher than 200 W/cm2 due to limitations in the experimental

apparatus. The authors postulated, however, that much higher heat
removal rates were probably obtainable using the same drupwise

evaporation method. The present research tends to indicate that this is
not the case for several reasons. First, the average droplet sizes and
velocities used in his experiments were approximately 50 to 90 Am and I

to 2 m/s, respectively. These small droplets were ideal for his work

because they form very thin wet patches on the surface resulting in very
efficient heat transfer. They also have low enough Weber number that no
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splashing occurs. However, as the heat flux is increased, these
droplets would quickly become entrained in the escaping vapor and never

reach the surface as shown in Chapter 2, Figure 2.3.3. To overcome the

entrainment problem, and still provide droplets that will not

disintegrate upon impact, is very difficult, especially with pressure
atomizing nozzles. At any rate, the droplet size and velocity would

have to be increased. The modeling in Chapter 6 indicated that if both
the heat flux and the droplet size are increased, the surface

temperature increases rapidly. The resistance to heat transfer through

the droplet to the upper liquid/vanor interface will also increase.

This will cause nucleation to occur within the droplet which will cause

destruction of the wet patch. Since this will expel fluid, the flow

rate will have to be increased beyond what is required for complete

evaporation. This will cause droplet conglomeration which intensifies

the requirement for excess fluid, thus leading to the flooded surface

type spray cooling. Valenzuela has also investigated this type of spray

cooling, lie postulated, based on modeling and single droplet studies,

that the maximum heat flux that could be obtained with no surface
flooding was in the 300 to 400 W/cm2 range [35]. For his research the

droplet diameters and velocities were controlled using piezoelectric

drop- on- demand technology.
Monde investigated spray cooling with air atomizing nozzles. The

results he obtained we, re very similar to those presented in the present

research [6'. Monide attempted to correlate the data by plotting the

critical heat flux against the mass flow rate times an empirical

constant. This correlation showed good agreement with the data in the

low flow rate region, although there was scatter. The scatter is most

likely due to nonuniformity in the liquid supply as was observed in the

present research. As the flow rate is increased, the correlation begins

to show marked departure from the experimental data. This can be

explained considering the present research.

In the low flow ra-e region, the ClIF is caused by liquid deficiency

resulting from nucleation within the liquid filn. Recall from Chapter

2, that liquid flow rates up to 10 times the mass flow rate of vapor

generated through nucleatic:, can be expelled. Monde observed the

expulsion resulting from nucleation but (lid not discuss the possible
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effect on the CIIF. He did mention that at low heat fluxes very little

nucleation was observed. This is probably because the heat transfer was

efficient enough that the low heat flux could be totally removed by

evaporation at the upper liquid/vapor interface. Consequently, only 20
percent excess fluid was required to remove all the heat at the critical
heat flux. As the flow rate is increased, the surface temperature and

the heat flux both increase. As the surface temperature increases, the
percentage of heat removed by nucleation increases rapidly as discussed

in Chapter 5. This causes a proportionately greater increase in flow
rate to obtain an increase in critical heat flux. This continues until

the until the mechanism for CHF gradually changes to the mechanism

described in conjunction with the high flow rate cases. Monde
investigates flow rates even higher than those in the present research,

but the CHF actually ceases to increase as the flow rate is increased.
This is probably because as the flow rate is increased with air

atomizing nozzles, the droplets get bigger instead of smaller as with

pressure atomizing nozzles. Therefore, the impingement frequency may
not increase sufficiently to obtain further increase in CHF.

Pais et al. also investigated spray cooling with air atomizing

nozzles [4,5]. This work differs from that of Monde considerably. The
main distinction is that Pais et al. used much higher air flow rates and

lower liquid flow rates. As a result the droplets had smaller size and

higher velocity. Also, the higher air flow rates provided a strong

stagnation flow field which served to thin the liquid film and sweep

away the vapor. This has the benefit of improving heat transfer
efficiency in two ways. The first is that the thinner film provides

less resistance to heat transfer to the upper liquid/vapor interface.

The second is that the partial pressure of the vapor at the interface is
reduced thus lowering the temperature at which evaporation occurs.

Consequently, Pais et al. were able to demonstrate a critical heat flux
greater than 1000 W/cm2 with much lower surface superheats. In the

latter paper, they investigated the effects surface roughness. When the

surface was polished to mirror finish, nucleation was completely

suppressed. This reduced the film thickness giving even further
improvement in efficiency. Thus, they were able to remove comparable

heat fluxes at surface temperatures below 100 OC. This provided further
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evidence of the effectiveness of vapor removal by the air stagnation
flow field. Another reason the air atomizing nozzles provide such high

critical heat flux is that the spray cone is much more well suited to

spray cooling. Unlike pressure atomizing nozzles, the volume flux is

highest in the center of the spray and reduces radially outward. Thus,

the critical heat flux transition started at the outer edge and

propagated radially inward. As the flow rate is increased, more fluid

on the surface flows radially outward thus suppressing transition. With

pressure atomizing nozzles, as the flow rate is increased, often times

the center of the spray becomes more hollow.

The only real drawback to spray cooling with this type of nozzle is

that it is not suitable for application in closed systems. This is

because the condensation temperature and heat transfer coefficient are

both greatly reduced by the addition of noncondensable gases.

In conclusion, none of the previous researchers have successfully

been able to model the complex heat transfer and fluid flow phenomena

associated with spray cooling. In fact, none have even attempted to

describe the critical heat flux phenomena, other than to state

observations. Correlations have been attempted but do not accurately

represent the physical phenomena and, therefore, are not applicable over

a wide range of spray or surface conditions. The phenomenological
modeling and the analysis of the present research have enabled

understanding and explanation of the wide range of results.
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CHAPTER 8: CONCLUSIONS AND RECOMMENDATIONS

The research has provided an in depth investigation into the spray

cooling heat transfer process. This chapter summarizes the important

conclusions which can be drawn from the experimental results and
analysis. Recommendations for future research are given so that the

understanding can be further improved. There is still significant
uncertainty in many of the important phenomena. Experiments which may
provide clearer understanding and more detailed information are

proposed.

8.1: CONCLUSIONS

The main goal of the research was to provide a fundamental

understanding of spray cooling surfaces at a temperature between the

saturation point, and the Leidenfrost point. The research has focused

on identification of the important factors governing the heat transfer
process. The main body of the research concerned determining the

effects of spray characteristics. However, the effects of surface
roughness, noncondensable gases, and liquid subcooling were also

investigated.

The research indicated that the heat transfer differs greatly

depending on the coolant flow rate. The very low flow rate range, in

which the coolant flow rate is matched to the heat removal requirement

(no excess fluid), is characterized by dropwise evaporation from

isolated wet patches on the surface. This range of interest was

investigated in Chapter 6. Analytical modeling was conducted and

compared to experimental results with good agreement. It was shown that

the heat transfer coefficient was highly dependent on the spray

characteristics. To maximize the heat transfer coefficient, it is
important to minimize the size of the impinging droplets and maximize

the percent of wet surface area. Smaller droplets yield thinner liquid

films on the surface for a given volume of fluid. This reduces the

resistance to heat transfer within the droplet and improves heat

transfer. Also, heat transfer at the perimeter of the droplet, where
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the liquid/vapor interface contacts the solid surface is very efficient.

Smaller droplets also maximize the perimeter contact area for a given

volume of fluid. It is also very important to maximize the percent of

wet surface area, while providing a uniform liquid distribution on the

surface. This reduces the temperature gradients due to transient

conduction in the surface. Since the average surface heat flux is

actually removed through the wet patches only, increasing the percent of

wet surface area reduces the heat flux to the individual droplets.

Therefore, the superheat due to resistance within the droplet is also

reduced.

The critical heat flux for these cases is not a well defined

concept. Of course, if a quantity of heat is supplied to the surface

which is greater than the fl'w rate can remove if it is completely

evaporated, the surface dries out. This is not necessarily the maximum

though, because the flow rate can also be increased. As the heat flux

and flow rate are increased, the droplet size and velocity must also be

increased to avoid entrainment in the escaping vapor. This leads to

droplet conglomeration and surface flooding. The surface temperature

also increases, thus increasing nucleation within the wet patches. The

nucleation causes fluid to be expelled from the surface thus requiring

excess fluid to be supplied. Therefore, the critical heat flux does not

actually occur but the mechanism of heat transfer changes to the low

flow rate flooded surface type heat transfer.

This low" flow rate flooded surface range was investigated in

Chapter 2. For this study detailed measurements of the spray

characteristics were taken using a laser phase Doppler system. These

measurements indicated that the critical heat flux results from a

deficiency in liquid supply which results from droplet entrainment,

splashing, and liquid expulsion. Entrainment occurs when the droplets

lack sufficient momentum to overcome the escaping vapor and reach the

surface. For the tests conducted here, only a very small percentage of

the overall volumetric flow rate was entrained. However, with some

nozzles, this may be a dominant effect. The PDPA measurements also

indicated that splashing of fluid from the surface occurred. However,

when no heat was supplied, the percentage of the volumetric flow rate

splashed was also small. Again, with some nozzles, this effect may be
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very important as was thought to be the case with tile research of Toda

[1]. It was seen that droplet expulsion was the dominant effect. When

nucleating bubbles burst within a thin liquid film, fluid is expelled

from the surface. It was seen that the mass flow rate of liquid

expelled can be as much as 10 times greater than the mass flow rate of

vapor generated through nucleation. Based upon the PDPA measurements,

the heat removal capability of the spray was plotted against the heat

flux. This plot indicated that the CHF occurs when the heat flux

surpasses the heat removal capability of the spray, not expelled,

splashed, or entrained. This work indicated that proper choice of spray

characteristics is vital to obtaining high heat flux. The droplet

diameter and velocity must be supplied in a range that avoids

entrainment and splashing. Since fluid is expelled by nucleating

bubbles, it is also suggested that the surface conditions should

suppress, rather than enhance, nucleation. This is contrary to efforts

directed towards heat transfer enhancement in other areas of phase

change heat transfer.

Finally, Chapters 4 and 5 dealt with the high ilow rate range of

spray cooling. For these tests, the flow rate is increased to a point

such that no deficiency can result from expulsion, splashing and

entrainment. For these tests, a new apparatus was designed so that

various other important effects could be analyzed, such as liquid

subcooling, noncondensable gases, and surface roughness. This testing

and analysis indicated that the CHF occurs when the vapor genuration

rate on the surface becomes so high that a vapor barrier is formed in a

given region in the time interval between successive impinging droplets.

The analysis of the spray characteristics indicated that the CHF is

proportional to the impingement frequency. This is because, increasing

the impingement frequency decreases the time available for the formation

of the vapor barrier.

The research also indicated that the surface roughness plays a

dominant role in the heat transfer. Rougher surfaces provide many more

nucleation sites at a given surface temperature. Although this improves

the heat transfer coefficient, it has a very negative effect on the CHF.

This is because the vapor generation rate is proportional to the number

of active nucleation sites.
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The research also indicated that the heat transfer efficiency is

strongly dependent on the spray characteristics. The analysis indicates

that mixing caused by droplet impingement is responsible for the very

high heat transfer coefficients. This indicates that the efficiency

should also improve with increasing impingement frequency. However,

efficiency also should decrease with increasing film thickness. The

exact relationships between the spray characteristics and the efficiency

the important phenomena.

Phenomenological modeling was conducted to explain the important

effects so that the trends in the experimental data could be understood.

The modeling predicts the trends in the experimental data very well.

Although, many cases which do not match are seen to occur due to

nonuniformity in the spray cone.

The modeling and analysis are also used to explain the results

obtained by other researchers. No previous researcher has effectively

modeled or explained the physical phenomena. This is partially due to

the limited scope of the measurements and experiments conducted. The

present research has provided much more detailed measurements and

analysis than any previous research. The experiments were also

conducted over a wider range of experimental conditions. Consequently,

a more fundamental understanding of the heat transfer process and the

important governing factors has been obtained. Now that this

understanding is advanced, more detailed experiments must be conducted

under very controlled conditions to provide further verification of the

postulated heat transfer mechanisms, and to better define the complex

interaction between the impinging droplets and the liquid film. Future

research is recommended in the following section to provide further

understanding.
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8.2: RECOMMENDATIONS

As mentioned, there is still much to be investigated before spray

cooling can be completely understood. Future research should focus on

more detailed determination of the data which could only be estimated

here. The laser phase Doppler measurements of the spray characteristics

provided invaluable information. However, measurements were only

obtained over a very small range of experimental conditions. These

measurements should be repeated over a wider range of conditions. For

example, measurements should be taken with saturated closed-system

tests. This would eliminate some of the uncertainty in the analysis

presented in Chapter 2, and provide more detail for the analysis

presented in Chapter 5.

For the Chapter 2 analysis, there would be less uncertainty in the

estimate for the percentage of heat removed by nucleation. Also, the

bubble nucleation frequency could be estimated using the surface

roughness and bubble growth models presented in Chapter 5, and compared

to the measured expulsion frequency. This could be done under

controlled surface roughness conditions for the same spray

characteristics. This would help to determine the validity of the

bubble nucleation and growth models.

The laser phase Doppler measurements also give an accurate estimate

of the volume flux distribution, and the droplet diameter distribution.

From this information, the impingement frequency could be accurately

calculated as a function of radial position. This would allow more

detailed analysis of the effects of variation in spray cone uniformity

which is one of the most important parameters for high efficiency and

critical heat flux. This would also allow more accurate definition of

the relationship between impingement frequency and critical heat flux.

Another improvement could be made in the area of liquid film

thickness determination. It would be ideal if the liquid film thickness

as a function of radial position could be measured by a nonintrusive

technique. If this was done, as the heat flux to the surface is

increased, this would help to determine the vapor generation rate

through nucleation. Vapor generated within the liquid film will cause

the film thickness to increase. If these measurements were conducted

108



simultapeously with the PDPA measurements, the expulsion and impingement

mass fluxes would also be known. Therefore, an accurate estimate of the
liquid film thickness and velocity could also be made.

One of the mnst uncertain areas is the interaction between an

impinging droplet and the vapor bubbles growing within the liquid film.

This may best be investigated by single droplet studies with very

controlled conditions. The droglet diameter and velocity and liquid

film thickness would have to be controlled. Then, the region of

nucleation sites which are destroyed by an impinging droplets could be

investigated photographically. During actual spray cooling tests it is
virtually impossible to photograph the phenomena in the liquid film due

to the high vapor generation rate and the liquid droplet spray. The

phenomena occur in such short time intervals that very high intensity

lighting is required for such short exposure times. The droplets and

vapor scatter the light causing the picture to wash out. If new

visualization and photography techniques could be developed, the

description of the physical phenomena could be greatly improved.
The single droplet type studies could also be used to investigate

splashing from the liquid film. As seen from the studies by Toda, the

droplet velocity cannot be increased indefinitely without having adverse

effect on the heat transfer [1]. After some point, the liquid film
cannot absorb the kinetic energy of the droplet upon impact and

splashing occurs. More detailed information concerning splashing would

help to define the best range of droplet diameter and velocity. The

entrainment predictions given in Chapter 2 help to provide the lower

limit of diameter and velocity range, but there is still uncertainty

concerning the upper limit of the suitable range.
The single droplet studies could also be used to investigate the

phenomena of secondary nucleation caused by an impinging droplet.

Nucleation could be observed as a function of the liquid film thickness,

surface temperature, and droplet diameter and velocity. This typc of

study would enhance the understanding of the critical heat flux

phenomena because a more accurate estimation of the vapor generation
rate in the liquid film could be obtained. Similar studies could be

conducted to determine secondary nucleation effects resulting from

bursting bubbles to further improve the estimate. If new bubbles are
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created every time a bubble bursts, this could be the dominate source of

bubbles.
It would also be very useful if a technique to measure very

localized surface temperature could be developed. The measurements must

have very fast response, and resolation as high as 10 pm in order to
obtain meaningful data. If this type of measurement could be taken, it
would help to determine characteristics of nucleation. It is unknown if

the microlayer dries out between bubbles as it does in pool boiling. It
is thought that since the bubble growth period is so much shorter that
it does not. This type of measurement would also help determine if a

bubble waiting period exists as it does in pool boiling. If the
microlayer does not dry out, the waiting period may be significantly
reduced. Also, it is unknown if impinging droplets completely penetrate

the microlayer and force the superheated fluid to mix with the bulk as

postulated. If this does happen, detailed temperature measurements
would show a temperature depression upon droplet impact.

It would also be very useful if detailed size and velocity
measurements of expelled liquid droplets could be related to the size of

the bursting bubble, and the thickness of the liquid film. This type of
measurement would aid in the development of an expulsion model so that

the CHIF for lower flow rate cases could be more accurately predicted.

Many improvements in measurement and analysis have been mentioned

that would enhance the understanding of spray cooling. However, based

on the present analysis and measurements, there are many improvements

which could be made with the intent of increasing the critical heat flux

and improving efficiency. For example, it has been demonstrated that
spray cone uniformity has a tremendous effect on the heat transfer. The

nozzles which are currently commercially available are not well suited

to spray cooling. After further analysis is used to defined the most
ideal spray conditions, nozzles specifically designed to meet the

requirements of spray cooling should be designed. The nozzles should

maximize the impingement frequency at a given flow rate, while providing

droplets in a diameter and velocity range which avoids entrainment and
splashing. Care must be taken to ensure that the volume flux is high in

the center of the spray. The center is critical because fluid gencrally
flows radially outward. If the volume flux is low, fluid is actually
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induced to flow inward. There is no place for it to go so it piles up

and then periodically dissipates in an unsteady manner. The increased
film thickness and low impingement frequency in the center cause early

transition to a nonwetting condition.

The present recearch has indicated that there are still many areas
which need to be further researched to provide a better understanding.

The fluid flow and heat transfer phenomena are so complex because of the

random nature of the spray and the interrelationships between the
nucleation and impingement phenomena. When these relationships are more

well defined through future research, it will be possible to provide

more accurate predictions of the critical heat flux and heat transfer

coefficient which will result from a given set of spray and surface

conditions.
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APPENDIX A

Uncertainty analysis

Appendix A, is a complete uncertainty analysis associated with the
present research effort. Appendix B, provides a description of the

integral thermocouple measurement technique, and the method of

thermocouple reading correction. Appendix C gives experimental results.
A table of values, which is often referenced in the text, and the

corresponding plots of heat flux versus surface temperature are

provided.

A.l: UNCERTAINTY ANALYSIS

The uncertainty analysis for the experiments and calculations is
presented in order by chapter. All uncertainty calculations use the

standard method of uncertainty calculation unless otherwise specified.
The standard uncertainty in a parameter, y, where y is a function of x,

x2 , x3 , etc. is given by equation A.1.1 [36]:

S2 2 2  1/2

Y ~ 2(x 2l (ux3 x31 '

Chapter 2:

The uncertainty in the volumetric flow rate as read from the

rotometer is estimated to be ± 0.21 cc/s. The uncertainty in the nozzle

operating pressure is estimated to be ± 2.0 psig, as read from the

bourdon tube gage.

The h-at flux and surface temperature are estimated using Fourier's
Law of Conduction. To determine the uncertainty in the heat flux and

surface temperature measurement, the following data are necessary.

Thermal conductivity of copper: 3.89 W/cm K, i 0.05 V/cm K
Accuracy of thermocouple readings: * 2.0 0C
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Temperature difference between thermocouples: 160 0C, * 2.8 0C
Distance between thermocouples: 0.635 cm * 0.05 cm
Distance between upper TC and surface: 0.318 cm ± 0.025 cm

The uncertainty in the thermal conductivity of copper results from

the variation in thermal conductivity with temperature. The accuracy of

the thermocouples is estimated based on manufacturer specifications and
limitations of the D/A system. The uncertainty in temperature

difference is calculated using equation A.1.1. The distance between th:

thermocouples is uncertain because it is unknown where in the drilled
hole, the bead contacts the copper. The uncertainty is therefore equal

to the diameter of the hole in which the thermocouple is placed. The
uncertainty in the distance between the upper thermocouple and the

surface is equal to the radius of the hole in which the thermocouple is
placed. Using the above estimates in equation A.1.1 gives an
uncertainty in heat flux of 8.1 percent, at 1000 W/cm2 . The uncertainty

in the extrapolation of the surface temperature is then 10 0C.

The uncertainty in the laser phase Doppler measurements are

determined from calibrations [373. The uncertainty in the droplet
velocity is below 5 percent for droplet velocity greater than * 4.0 m/s.
For velocity lower than 4.0 m/s, the uncertainty increases rapidly to as

high as 30 percent for very low velocity. The uncertainty in the

diameter measurement is also less than 5 percent. The volume flux is

estimated to be accurate to within 10 percent. However, comparison with

the overall volumetric flow rate was better than this.

Chapter 3:

The uncertainty in the heat flux and temperature measurement with

the new apparatus is not as high as with the old apparatus. The

analysis is complex due to the method of thermocouple calibration

described in Appendix B. A simplified estimate gives a conservative
bound. For this estimate, the following data are necessary;

Thermal conductivity of copper: 3.90 V/cm K, 1 0.01 W/cm K

Thermal conductivity of constantan 0.2112 W/cm K, + 0.005 W/cm K
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Accuracy of thermocouple readings: 2.0 OC
Temperature difference between thermocouples: 77 "C, C 2.8 ý'C

Distance between thermocouples: 0.0162 (cm ± 0.0005 cm

Distance between upper TC and surface: 0.. 508 ('Ic ± 0.0005 cim

The above data give an uncertainty in heat flux of 5.3 percent, at

a heat flux of 1000 W/cm2 . The resulting uncertainty in surface
temperature prediction is 2.2 oC (compared to 10 OC with the previous

apparatus).
To calculate the uncertainty in the droplet diameter and velocity

measurements, the following data are required:

Pixel resolution

horizontal 8.5 gm/pixel ± 0.5 Am/pixel

vertical 10.0 am/pixel ± 0.5 gm/pixel
Distance between droplet images ± 2 pixel z ± 20 pm

Time between exposures 20 ps ± 1 us

From this data, the uncertainty in droplet velocity at a velocity of 10

mi/s is 1.1 n/s or 11 percent.
The uncertainty in droplet diameter is due to scattering of light. The

exact perimeter of the droplet may be overestimated by 1 pixel. This

gives an uncertainty in diameter of ± 20 gin.

Chapter 4:

In Chapter 4, the only uncertainty estimate not already given is in
the pump flow rates. The pump flow rates were calibrated using a

graduated cylinder and a stop watch. The uncertainty in the measured
volume was 1 2 cc. The uncertainty in the time is ± .5 s. This gives
an average uncertainty of approximately 1 0.2 cc/s. However, the
fluctuations in pump output may cause uncertainty somewhat beyond this
value. The maximum variation in pump flow rate at a given setting that

was observed was less than 0.4 cc/s.
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Chapter 5:

In Chapter 5, there is uncertainty associated with the experiments

conducted to determine the percent of fluid splashed from the surface,

and the thickness of the liquid film. There is also uncertainty

associated with some of the estimates used in the modeling and analysis.

The percent splashed was measured using a graduated cylinder and a

stop watch. Therefore, the uncertainty is the same as for the flow rate

measurement. This gives an uncertainty of 3.8 percent in the amount

splashed, at the highest flow rate (nearly 10 percent of the impinging

fluid is splashed from the surface). For all nozzles, the variation in

percent splashed ias less than 20 percent. This is less than the

uncertainty estimate.

The uncertainty in the measurement of the film thickness is less

than the uncertainty due to the effects of vapor generation within the

film, and variation of spray cone uniformity. At a mass flow rate of

7.0 g/s, if the uncertainty in the measurement of the radius of the jump

is * 2 mm, and the thickness of the film is * 200 am, equations 5.1.3

and 5.1.4 can be used in the standard uncertainty analysis. This gives

an uncertainty in film thickness of 1 31 Am. However, this estimate

does not include the uncertainty due to shear losses, or in the

simplification of the equations. This provides an additional

uncertainty of ± 10 percent from the equation simplification, and 10

percent from neglecting the shear loss, or 60 prm. These measurements

are at least useful for explanation of the trends in the data as stated

in the text.

In the modeling, the prediction for the number of active nucleation

sites is very uncertain. The number of active sites is a strong

function of the surface roughness. It is not known how closely the

surface roughness conditions match those of the reference from which the

prediction was taken. Also, the shape of the thermal boundary layer in

spray cooling could differ from that in pool boiling. However, as a

microlayer exists in both cases, the difference in the number of active

nucleation sites may not be too great. Even vith the high uncertainty,

this estimation helps to explain the physical phenomena and the trends

in the experimental data.
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There is also significant uncertainty in the bubble growth rate

model proposed. The model has never been experimentally verified ill the
initial periods of bubble growth, which is the region of interest in

spray cooling. Also, the different shape of of the thermal boundary

layer may also affect the growth rate. However, since the heat for
bubble growth is predominantly conducted through the thin microlayer,

the difference may not be too great.
The uncertainty in the heat flux removed by nucleation results from

the uncertainty in the number of active nucleation sites, and the bubble
growth rates as already mentioned, and the high uncertainty in the

impingement frequency. There may also be significant uncertainty due to

the effects of secondary nucleation. The model should provide an order
of magnitude estimate.

Chapter (3:

The uncertainty in the experiments conducted in Chapter six is high

as mentioned, for two reasons. First, the apparatus was designed for
high flux testing, an uncertainty analysis similar to that for Chapter

3, with a heat flux of 100 W/cm2 gives an uncertainty of 37 W'/cm2 in

heat flux and 2.1 CC in Surface temperature. The theoretical

predictions match the experimental results within this uncertainty. The

uncertainty in the percent of wet surface area measurements may also be

high due to error in choosing the proper cutoff value for the pixel
intensity. It is estimated that the wet patch perimeter is accurate to

within ± 2 pixels. The average wet patch diameter was about 600 Am.
This gives an uncertainty in percent saturation of 14 percent.

The uncertainty in the numerical technique for the modeling is far
lower than the uncertainty associated with the model assumptions. The

numerical technique is second order accurate. As shown in Chapter 6,

the results compare well with those of the ANSYS prediction. The
uncertainty in the model comes from variation in droplet diameter and

liquid distribution on the surface. For modeling purposes, both are

assumed to be ideal. The results indicate that diameter and percent of

wet area both have a strong effect on the resulting surface temperature.
However, since the effects of larger diameter wet patches
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are canceled out by the effects of smaller diameter wet patches, the

average diameter should provide a reasonable approximation. The same

goes for spatial variation in the surface wetness. It is estimated thtaL

the model predictions are accurate to within 20 percent, or 3 OC,

whichever is larger.
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APPENDIX B:

INTEGRAL THERMOCOUPLE TEMPERATURE MEASUREMENT

As mentioned in Chapter 3, the temperature readings from the
integral thermocouples must be corrected, as a heat flux exists across

the silver solder junction. The correction is based on reference [11].
A closer study of the integral thermocouple design shown in Figure

B.la, reveals that the laminate can be viewed as two thermocouples,

namely, copper-silver and silver-constantan. Hfere, the junctions are
well defined planes marked by the boundaries of the constantan and

copper. The voltage measurement recorded by the data acquisition is

actually the sum of the two thermocouples in series as shown in Figure
B.lb, the equivalent compensated circuit is shown in Figure 6.1.2c.

This requires individual calibrations for both the copper-silver and

silver-constantan thermocouples which were performcl and the results are

presented in Figure B.2, along with their polynomial fits, provided in

Table B.1.

Table B.1: Thermocouple calibration

Polynomial Copper- Copper- Constantan-
Coefficient Cons antan Silver Silver

CuCo CuAg CoAg
a0  7.2633364e- 07 - 8.2093389e-06 - 5.3587533e- 06

3. 8522987e- 05 1.5605573e-06 4.0999952e-05

a2  4.3124505e-08 - 1.0782581e-08 -5.3762608e-08

a3  2.2868553e-11 1.8549296e-10 9.1690699e-10

a4  -4.4466612e-13 -1.4160927e-12 -4.7932901e-12

a 5  1.7744421e- 15 5.7250733e- 15 1.4669923e-14

a6  -3.3649500e-18 -1.1647572e-17 -2.5512934e-17

a 7  2.4993808e-21 9.3373451e-21 1.8473597e-20

Where, V a0 + aIT + a2'r 2 + ... +a1 Tn and

T = Temperature in degrees Celsius
V 2 Thermocouple voltage in volts
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Figure B.2: Calibration results

The corrected heat flux from the surface can then be written as

T I1 - T2  T2 - T3 T3 - T 4
q = KAg--xAg = KCO -- CO KAg AXAg (A.2.1)

from the first equ, l.ity in (A.2.1) we get:

KA'- T- {:ALg KCo T KCo T

Ax Ax Ax~}2+*-~- (A.2.2)
Ag Ag Co CO
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Similarly from the second equality in (A.2.1) we get:

T1  T2 - T3 + T4 = 0 (A.2.3)

The voltages measured by the equipment are:

V(TI) + V(T2 ) VII (A.2.4)

V(T3 ) + V(T4 ) Vc (A.2.5

We have four equations, A.2.2 through A.2.5 and four unknowns T1,2,3,4.

Having already obtained the calibrations for the various thermocouples,

using a Gauss-Seidel iterative method. we can evaluate the unknowns.

The heat flux at the surface is given by equaticn (A.2.1) and the

surface temperature is evaluated by extrapolation using equation A.2.6:

T A~~XCu(A26
T surf = T4 - q KC (A.2.6)
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APPENDIX C:
EXPERIMENTAL RESULTS REFERENCE

This section presents a complete set of the closed system,

single-component test data taken with the smooth surface. A table of

values giving many calculated parameters is also given for reference.

Table C.A: Experimental Results

Nozzle 0 ii x 10 6 IOF AT h

cc/s s -1 W/cm 2  0C V/cm K gm

TG.3 4.33 4.39 642 30 21.4 134
5.16 5.28 810 35 23.1 152
5.93 6.15 893 36 24.8 190
6.65 7.29 907 36 25.2 245
7.33 8.71 983 39 25.9 255

TG.4 4.55 4.42 672 30 22.4 136
5.25 5.18 692 30 23.1 164
5.75 5.74 753 32 23.5 193
6.36 6.53 800 34 24.0 257
7.32 7.73 862 35 24.6 276

TG.5 4.44 4.09 752 36 20.9 147
5.14 4.77 856 38 22.5 165
6.01 5.62 895 38 23.6 193
6.72 6.31 943 38 24.8 211
7.45 7.20 947 36 26.3 239

TG.6 4.49 3.55 458 22 20.8 125
5.21 4.20 592 27 21.9 186
5.93 4.92 703 32 22.0 213
6.66 5.72 760 34 22.4 260
7.46 6.58 781 33 23.7 303

TG.7 5.27 3.83 608 28 21.7 230
S6.07 4.61 715 32 22.3 277

6.79 5.17 744 33 22.5 296
7.50 5.86 826 36 22.9 347

Figures C.W through C.5 show the experimental heat flux versus

superheat curves for the cases in the above table.
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